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Summary

It is likely that autonomous vehicles will be the future of mobility. To handle the
increase in autonomy, traffic coordination methods will become indispensable.
Based on this, an investigation into the performance of Autonomous Vehicle
Group Formation (AVGF) based on a decentralized model and a simulative
evaluation in urban environments is needed. An Autonomous Vehicle Group
(AVG) is a set of vehicles used for transporting people or goods, such as a car,
truck, or bus, that are located, gathered, or classed together and are character-
ized by constant change or progress within the traffic system.

The focus is on decentralized autonomous vehicle grouping, which allows the
flexibility of single vehicles to be retained while also enabling the use of group
coordination to achieve higher throughput in urban networks, as already wit-
nessed in highway vehicular platoons. A known and practiced concept for urban
traffic control at traffic signals is to bundle vehicles passively according to green
signal phases; the novelty being active coordination of the vehicles in decentral-
ized groups of interests. Likewise, AVGs make coordinated decisions with and
without communication depending on the similarities of their vehicle properties
and destinations. AVGs coordinate the motion of traffic, making strategic (i.e.,
group destination) and tactical (i.e., speed and gaps) group decisions in a street
network.

To support this more dynamic and decentralized approach, traffic control
needs to be able to handle autonomous vehicles. Different modeling approaches
and methods are needed which must also be adapted to group individual vehi-
cles. This PhD thesis proposes methods of automation for vehicle group forma-
tion and operation, and shows how decentralized systems can be configured to
adapt to realistic traffic scenarios.

The AVGF proposal has been validated using an agent-oriented traffic sim-
ulation system and has been embodied in an implementation using realistic
scenarios, allowing comparison between the research hypotheses to real-world
analysis. As the main contribution, the creation of AVGs and their imple-
mentation within realistic urban networks is shown. This is evaluated in an
agent-based simulation tool, where the economic benefit was quantified at 14%
traffic flow improvement at rush-hour when decentralized group coordination
was used.

This thesis provides a new traffic concept of AVGF for alleviating congestion
in urban traffic, therefore promoting greater traffic flow efficiency.
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Zusammenfassung

Diese Dissertation nimmt an, dass autonome Fahrzeuge die Zukunft der Mo-
bilitat sind und somit zu mehr Verkehrseffizienz fiihren. Koordinationsmetho-
den sind unabkémmlich, um dem Wachstum der Wirtschaft und der Mobilitat
zu begegnen. Diese Arbeit erforscht die Leistung von autonomer Fahrzeuggrup-
penbildung (AFGB) basierend auf einem dezentralen Modell und Simulation-
sauswertung fiir urbane Umgebungen. Eine autonome Fahrzeuggruppe (AFG)
besteht aus einer Zusammenstellung von Fahrzeugen, die Personen oder Giiter
transportieren. Zum Beispiel ein Auto, Transporter oder Bus werden durch
die konstante Veranderung oder Ablauf des Verkehrssystems lokalisiert, zusam-
mengefasst oder klassifiziert.

Die Fahrzeuggruppierung steht im Fokus, um einerseits die Flexibilitat der
einzelnen Fahrzeuge zu behalten, andererseits auch den hoheren Durchsatz in ur-
banen Straflennetzen durch die Gruppenkoordination zu erreichen - ahnlich der
Fahrzeugkolonnen auf Autobahnen. Ein bekanntes und praktiziertes Verkehrs-
fiihrungskonzept ist Fahrzeuge passiv nach den Ampelphasen fiir eine griine
Welle zu pulken; die Neuerung ist aktiv die Fahrzeuge in dezentralen Interes-
sengruppen zu koordinieren. Abhéangig ihrer Ahnlichkeiten von Fahrzeugeigen-
schaften und ihren Fahrtzielen tatigen AFG mit und ohne Kommunikation koor-
dinierte Entscheidungen. Mittels dieser strategischen (z.B. Gruppenfahrtzielen)
und taktischen (z.B. Geschwindigkeit und Abstdnde) Gruppenentscheidungen
fahren AFG in koordinierter Weise im Stadtverkehr.

Fiir die Unterstiitzung des dynamischeren und dezentralisierten Ansatzes
ist zuerst eine Verkehrsfiihrung fiir autonome Fahrzeuge und schlielich ver-
schiedene Modellierungsansatze und -methoden fiir das individuelle Gruppieren
von Fahrzeugen notwendig. Diese Dissertation schlagt Methoden zur automa-
tischen Fahrzeuggruppenbildung und -ausfithrung vor und zeigt auf wie diese
dezentralisierten Systeme konfiguriert werden, um sich realistischen Verkehrs-
szenarien anzupassen. Der AFGB-Ansatz wird durch eine Implementierung mit
realistischen Szenarien umgesetzt, die einen Vergleich der Forschungshypothe-
sen und deren Analyse erlaubt, und mit einem Simulationssystem validiert.
Als Hauptbeitrag werden AFG mit einem eigenen agentenbasierten Simulation-
swerkzeug realisiert und evaluiert. Neben anderen Erkenntnissen zur dezen-
tralen Gruppenkoordination wird der ckonomischen Nutzen als Verbesserung
des Verkehrsdurchsatzes um 14% im Berufsverkehr beziffert. Diese Doktorar-
beit bietet ein neues zukunftsfahiges Verkehrskonzept durch AFGB.
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The beginning is the most important part of the work.
Plato (s. IV aC)

Chapter 1

Introduction

This thesis addresses a new model of autonomous vehicle group formation
(AVGF), which will benefit the flow of urban traffic in the future. Increasing
population and cross-linked economies with incremental division of work trigger
a growth in transportation processes and raises the question of where traffic
management needs new constructive concepts. Passenger mobility has had a
long tradition in our industrial society. Figure 1.1 illustrates the historical
development and new modes of transportation such as rail, automobiles and
aviation which have had impact on transportation. Self-driving vehicles are the
(future) robots to simplify human lives and the next transformative technology,
as once the introduction of the automobile, the traditional car, was.

Horse
| Water
™ Rail
W Traditional car
B Two wheel
o Air
B Bus
W Autonomous vehicles

k=l
&
=
o
(]
l 1 | 1/
0 1800 1850 1900 1950 2000 2015

Figure 1.1: Indication of Historic and Future Passenger Mobility Trends (cf. [295]).

The news [275] [54] [311] [330] [58] insinuates [99] that the future of mobility
lies in highly or fully automated vehicles. In the upcoming years, highly assisted
vehicles (HAV) will be on the market, whereas fully automated cars are under
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2 Chapter 1. Introduction

active development and topical in transport research. Nevertheless, the devel-
opment of self-driving cars that do not require human intervention, also referred
to as autonomous vehicles (AVs), is accelerating as described by Bertoncello
and Wee [41]. They discuss that, in 2015, the development of fully autonomous
vehicles starts, in 2020 AVs are market-ready, and in 2030 the consumers start
to adopt AVs. Finally in 2050 AVs become the primary means of transport.

The classification of automated driving levels provided by the Society of Au-
tomobile Engineers (SAE) [181] proposes six levels, starting from level 0 (purely
manual driving) to level 6, where the automated system can perform all driving
tasks under all conditions. The United States Department of Transportation
applies the SAE levels with National Highway Traffic Safety Administration
(NHTSA) [2] policies: On the one hand, it includes guidance for manufactur-
ers, developers and other organizations for designing, developing, testing and
deploying safe automated vehicles. On the other hand, it provides policies with
a clear distinction between Federal and State responsibilities and existing and
new regulative tools required for AVs. European mobility adoptions deal with
automated driving [72] including various functions for daily traffic. There is a
European study [135] which considers highly automated and connected vehicles
and the necessary policies for sustaining research and development and bringing
them to market.

Besides the above-mentioned technical and political achievements regarding
autonomous vehicles, there are technologies and systems such as Cooperative
Adaptive Cruise Control (CACC) and Intelligent Transportation Systems (ITS)
in use. I'TS aims at improving public transport, logistics and traffic management
by utilizing new hardware infrastructures such as sensors and communication
networks with modern information technologies. Examples of ITS are presented
in different projects like PATH [354] or AUTO21 [238]. One important research
area of ITS is the construction of intelligent autonomous vehicles, such as one
driving in the competition of DARPA Grand Challenge or the construction of
the Google Car 'waymo’[356], which are able to collaborate with each other
to reach their destination safely and efficiently. CACC provides vehicles with
the ability to cooperate, e.g., in order to avoid collisions. Collaboration in
this context is the coordination and cooperation of individual vehicles in order
fo them to reach their goals efficiently (further definition of keywords in the
following Chapter 2).

1.1 The Argument

Autonomous vehicles (AVs) have recently been receiving much attention due
to their promising prospects of social, political and economic benefits. AVs
are capable of sensing their environment and navigating without human input.
AVs interact with smart infrastructure and communicate with each other. The
main features of AVs are the capability of autonomous operation like the Uber
autonomous taxis [158], autonomous delivery of goods and persons [55], as well
as automatic parking [217]. Here, autonomous indicates that the vehicles act
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1.1. The Argument 3

independently of the driver’s action and control, whereas automatic is defined
as working by itself with little or no direct human control, but still initiated by
the human.

AVs will act as individual robots, driving the demanded route using calcu-
lated decision making, while travelers will be able to sleep, eat, email, work or
even meditate. AVs can be expected to become places of activity rather than
just means of transport. AVs have many possible uses in the transportation
field [390] [131] [250], including logistics, such as the trial of autonomous pods
for home delivery [55] and also in economic use to maximize the safety and
efficiency [249].

However, AVs are still heavily under development and manufacturers are
more or less successfully striving to establish them on the market [2]. The
rising technological standard [244] and increasing amounts of traffic burden the
existing traffic management. New urban planning concepts and new technologies
such as V2X (vehicle to exchange communication) and autonomous cars are
research in progress and only rudimentary available.

Standard traffic situations include numerous heterogeneous participants
(here: vehicles). There are many situations where communication between
participants is beneficial, if not crucial. An example is a traffic jam, in which no
individual vehicle can improve the situation by itself, other than by adjusting
their speed to the conditions and waiting until the cause of the traffic jam has
dispersed. In congested situations, information such as warnings to slow down
and problem solving techniques for resolving the cause of conflict is helpful.
Grouping vehicles as investigated in this thesis could be beneficial in order to
increase the throughput of a network, but at the same time focus on the indi-
vidual interests of vehicles to increase the driving comfort. The specifications
of AVs are designed by engineers based on the model of human driving and
decision making. Thus, AVs can have goals and interests.

Therefore, this work focuses on the investigation of how autonomous vehi-
cles can be grouped and what effects such grouping may bring about in different
traffic situations. One way to model AVs is in simulation [281] [215] by incor-
porating AVs into vehicle groups. Industrial fleets lead the way with the use of
grouped AVs in mining, farming and in closed contexts like airports.

Two relevant concepts in this context are convoys [38] and platoons [354],
where vehicles are joined for coordinated action. Convoys are a sequence of
vehicles driving in the same lane in which every vehicle has a driver (usually
they are military or logistical convoys). Vehicle platoons are an automated form
of convoys in which a human driver leads a line of closely following vehicles. Each
following vehicle autonomously measures the distance, speed and direction and
adjusts to the vehicle in front. In more recent works Saeednia and Menendez
[301], the term 'platoon’ is defined by decreased gaps between consecutive trucks
and identical speeds.

Automobile platoons are used for automated highway systems (AHS) only.
It started with the first automated vehicle, which contained a computer and
was built for research by Ohio State University in 1962. For implementation in
the PATH project of automated vehicle platoons, the infrastructure needed to
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4 Chapter 1. Introduction

change, because it works with magnetized stainless-steel spikes in the highway
which provide small amounts of digital data (describing lane changes, recom-
mended speed). Vehicles use this infrastructure-provided information for sensing
speed and their location. Thus, vehicles can organize themselves into platoons of
eight to twelve cars and decrease the distances between each other to a conven-
tional braking distance. Although the platoons were successful, investment has
moved towards autonomous intelligent vehicles rather than building specialized
infrastructure.

Nowadays, the AHS! platoons are conducted by the SARTRE Project (Safe
Road Trains for the Environment) [67], which includes sensory technology in
vehicles (mostly trucks) that can read passive road markings, and use radar
and inter-car communications to make the vehicles organize themselves without
the intervention of drivers. Being in the platoon, drivers can do other things
than driving while the platoon proceeds coordinated towards its long distance
destination. The vehicles in the platoon are physically detached and can leave
the convoy at any time. Such an autonomous cruise control system has been
developed by Volvo, Mercedes-Benz, BMW, Volkswagen and Toyota.

However, although the effect of vehicle platoons on highways was demon-
strated (benefits of substantially shorter commutes during peak periods, reduced
congestion, fewer traffic collisions, and greater fuel economy due to reduced air
resistance) [67], in general little attention has been paid to the use of grouping
vehicles in urban traffic.

1.2 The Example

One sample traffic scenario models traffic components in a four-way intersection
as seen in Figure 1.2. The focus is on the individual vehicles, seen as autonomous
agents (explained in Chapter 2.3.1) which coordinate their calculated behavior
with other agents. The agent concept includes reactive, proactive and social be-
havior. Exchanging information pertaining to goals and route plans is essential
for decentralized cooperative control in dynamic groups of vehicles.

From the point of view of agent design, this application example is appealing
because, on one hand, it is easy to understand, while on the other hand, it offers
a variety of interesting problems. The local planning of groups and the necessity
of dealing with changes caused by the actions of other agents allow us to study
the relationship between individual and collective group vehicles. The agents
in urban traffic have to react in real time, they are resource-bound, and have
incomplete knowledge about the world.

The main focus of this thesis is the integration of agent coordination and
cooperation into urban traffic environments in the form of groups. Use cases of
traffic scenarios make it possible to investigate various forms of vehicle grouping
strategies using a variety of coordination and cooperation mechanisms. The mo-

IThere exists a broad line of work on automated highway systems like the concept of
managed lanes.
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tivations for forming a vehicle group are less gaps, higher speed, less emissions,
and higher traffic safety.

Figure 1.2: Vehicle Grouping (adapted Source: [110] p.12.)

For example, the mini scenario in Figure 1.2 illustrates a typical situation.
There are two lanes in each direction with three vehicle options for the next
action: turn left, go straight, and turn right, which would cause a resource
conflict for lanes; thus, three lanes in each direction and three options to take
means that preprocessing of the route plan is necessary. The situation needs
vehicle coordination before arriving at the stopping line. Obviously, there are
different ways of resolving those situations.

One method of vehicle group formation is illustrated in Figure 1.2. The
first vehicle (blue in the illustration) at the stopping line is defined as the group
leader. This group leader sends a speed recommendation, the maximum possible
group size and information about the destination of his route. The maximum
group size dg, (the green area within the green communication circle) is mea-
sured as the spacial distance to the group leader and is determined by the prede-
fined desired speed vgesireq and the rest time value tgreen: dgr = Vaesired *tgreen-

Potential group members which are within the communication coverage dis-
tance (blue circle) verify with transmitted information whether or not they are
joining the group leader. For this purpose, the destinations of the routes need
to coincide. In order that all vehicles within a group can pass the stopping
line during the next green phase, the distance d;; between the vehicle ¢ and
the group leader %k should be within the maximum distance dy,.. Consequently,
the group size is limited by the communication range, the rest time value of
the traffic light and the predefined desired speed. Finally, all group members
adapt their speed to the recommendation of the group leader (the movement is
represented by the green arrow).

Infrastructure elements like traffic lights and message signs can help to con-
trol and coordinate vehicle actions or can even be extended by building another
lane. But infrastructure changes are not always beneficial or possible. Thus,
coordination is the key. For example, the vehicle agents could - each by itself - lo-
cally decide for some random action movement. Alternatively, the autonomous
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vehicles could communicate their goals, and agree on a joint plan to resolve
resource conflicts (like one lane for two actions) or for coordination (like sorting
depending on the route the vehicle agents have planned). Intuitively, the former
option seems to generally be used to deal with the situation, whereas the lat-
ter alternative is more reasonable for cooperative traffic control and can bring
benefits to the traffic system. Typically, this results in coordination and com-
munication costs which should be minimized by the design of how vehicles are
grouped. Vehicle groups should not use extra resources like a commuters’ park
and ride lot, and communication should be standard and kept to a minimum.

Do simulation tests confirm the intuition that grouping vehicles by route
choice brings benefits to urban traffic? How will a traffic system consisting of a
number of vehicles behave if the individual agents use group strategies? These
are central questions that this thesis investigates.

1.3 The Approach

This thesis tackles the relevant research question of using AVs for a new mobil-
ity model by designing and implementing autonomous vehicle group formation
(AVGFEF). In this work, the focus is on AVGF for fully autonomous vehicles (SAE
Level 5) exclusively. Since fully autonomous vehicles do not exist, simulations
are used to evaluate the vehicle groups. In an urban simulation environment,
AVGF joins individual vehicles dynamically into vehicle groups based on their
similarities to the surrounding ones. The goal is to prove that AVGF will con-
tribute to a smarter, faster and more efficient mode of transport.
In this thesis, the procedure model of AVGF is addressed in three steps:

1. Functional Design

In this phase of work, the entities in the traffic domain, i.e., traffic partici-
pants, especially vehicles, are defined. Then, the requirements for the sim-
ulation of traffic with focus on AVs are analyzed. Simulations are required
for modeling AVs in urban traffic, because manufactured autonomous ve-
hicles exist only as prototypes and are still under development; there are
legal aspects as well. But simulations have difficulties reproducing in-
teractions, i.e., the communication between drivers and other drivers or
pedestrians. Humans often interact with eye contact or gestures and have
many psychological influencing factors which are difficult to model. Due to
the communicational and cognitive limitations in simulations, the model
is simplified to use exclusively autonomous driver-less vehicles. Addition-
ally for SAE level 5, human drivers are the users of the fully automated
cars and are no longer active.

Cooperation (defined in the Background Chapter 2.1.1) is a strategic ap-
proach to meeting the challenges of open complex systems. But this will
be no universal solution: the choice of strategy depends on the individual
situation, although it can be motivated by the infrastructure. AVGF is
addressed in this thesis with cooperative coordination methods applied
to dynamic environments. Cooperative traffic is considered in this thesis
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under the assumption that AVs are cooperative and not competitive in
the sense of economics. This means that the vehicles react as rational
actors (not altruistically, but tending to be benevolent), considering their
own preferences. The global goals are reached through their diametrically
opposing group behavior . Malicious behavior or competitive aims are out
of scope.

This thesis aims to use the paradigm of intelligent autonomous agents for
grouping vehicles. The agents can interact with each other in a virtual
simulation environment in an urban traffic context. These dynamic, inter-
active environments pose interesting challenges for research on specialized
capabilities as well as on the integration of these capabilities.

With the paradigm shift [258] from static and centralized traffic systems
to dynamic and decentralized traffic systems, modular subsystems can be
designed and simulated with the focus on user optimum. The system op-
timum is not the focus of this research. The user optimum is challenging
because, usually, the individual interacts with systems on that level. In-
dividual goals and preferences can be respected by the design of vehicle
groups. Then both internal and external validations of group preferences
can be discussed. Individual preferences need to be clustered into groups.
Then, statements about the system can be formulated, deriving from the
decentralized perspective. This enables groups to fulfill and interact with
the requirements of the system as a bottom-up approach.

Groups are psychologically inspired. During the development of human
society, group formation was a helpful factor. Group formation phe-
nomenons like termites building their society are transferred to technical
systems as defined by socionics and bionics in order to investigate whether
groups are also useful in the complex traffic domain. Group behavior fa-
cilitates information sharing and problem solving. There are two possible
reasons why groups are formed. Firstly, joint tasks can be performed in
groups, while, alone, they might not be completed. Secondly, each indi-
vidual can reach the goal, but in a group it can be reached faster, better
and/or with less effort. Groups are triggered in certain situations and the
members have corresponding defined relations depending on the joint goal
and task.

The idea is that, with a designed vehicle group model, the autonomous
vehicles will drive cooperatively in groups with less gaps between vehicles
and coordinated operational (e.g., speeds), tactical (route) and strategic
(destination) goals, depending on their individual and group utilities. The
vehicles are detached and can join or leave the group at any time. A
group leader depends on the application and mechanism. Groups can have
leaders which are dynamically elected; roles and their assignment within
a group may change over time. A horizontal group concept is preferred,
which needs to deal with group knowledge and the communication between
members.
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I define cooperative, decentralized traffic management as the processes
of monitoring and optimizing network flows, taking the autonomy of
networked traffic participants and communication between them (Car2X
technologies) into account.

2. Technical Concept

In this step, I study the applicability of multi-agent models and methods
of group formation and coordination with the focus on the requirements
and constraints of decentralized traffic management, which means taking
individual preferences of traffic participants into account.

The paradigm of agents, which derives from the field of artificial intelli-
gence, can contribute tothe solution design of autonomous vehicles. Ac-
cording to Russell and Norvig ([300] p. 34f.), in the context of Artificial
Intelligence (AI), an intelligent agent is

an autonomous entity which observes through sensors and acts
upon an environment using actuators (i.e. it is an agent) and
directs its activity towards achieving goals (i.e. it is ”rational”,
as defined in economics). Intelligent agents may also learn or
use knowledge to achieve their goals. They may be very sim-
ple or very complex. (...) Intelligent agents are often described
schematically as an abstract functional system similar to a com-
puter program.

Most definitions of intelligent agents emphasize their autonomy, whereas
Russell and Norvig [300] consider goal-directed behavior as the core
of intelligence. For my understanding, I combine the autonomy concept
with, especially for agent groups, goal-directed behavior. Agents are au-
tonomous computer programs carrying out tasks on behalf of users. They
are defined by the three main attributes of being

e reactive - meaning that they perceive the environmental context in
which they operate and take action appropriately depending on it;

e proactive - meaning that they adapt to change and react to future
situations; and

e social meaning that they are capable of interaction, communication
and coordination; they may collaborate on a task.

Autonomous programs used for operator assistance or data mining are
called ’intelligent agents’ as well, but does not match with my under-
standing described above.

The agent paradigm extends into economics and cognitive science, as well
as interdisciplinary socio-cognitive modeling and social simulations, which
makes it a useful model for cooperating autonomous vehicles. Therefore,
AVs are conceived to be operated by software agents.

Multi-agent Systems (MAS) combine AI methods with distributed sys-
tems and object-oriented programming. The assumption by Miller and
Pischel [255] is that, with this MAS paradigm, it is easier to build sys-
tems which have the properties of agents.
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MAS [268] are a paradigm for constructing complex, software-intensive
systems, providing multiple methods for modeling and simulating. The
complexity of computer processes in autonomous vehicles requires model-
ing and simulation methods for design and high level abstractions. Those
new developments for software engineering are provided by multi-agent
systems [136].

3. Implementation and Evaluation

The prototypical implementation is carried out in Multi-agent traffic in-
terface, called MATI, an agent-based simulation environment created in
this thesis for modeling AVGF, by using scenarios which reflect realistic
traffic situations. For instance, the urban network of Southern Hanover
was analyzed, modeling morning rush-hour traffic. This combination of
simulation and a vehicle group model form the novel aspects of this thesis
in which the experiments in different urban traffic scenarios show signifi-
cant improvements in traffic flows through the use of AVGF.

After the group operation, the last process verifies the model with the
assessment of the simulation data. The effects of the grouping models
using selective routing for physically coordinated driving are investigated
regarding the question of whether it is better for the vehicle to drive
individually or in a convoy of vehicles with or without group formation
on the same route in urban traffic. What are the influencing external and
internal factors for manipulating the convoy of vehicles and their group
coordination?

1.4 The Contribution

The paradigm shift to dynamic traffic control including autonomous vehicles is
likely to take place in the near future. One part of the solution to address the
challenges is the approach of autonomous vehicle group formation (AVGF): It
models autonomous vehicles in the urban traffic environment, uses the multi-
agent paradigm to describe capabilities in order to model driver behavior in
an abstract yet realistic way, and simulates the vehicle groups in the urban
networks for investigations. The focus is on studying local decision-making that
takes individual preferences into account, as well as on sharing and distributing
information.

This thesis makes two main contributions. First, it describes and specifies
agent-based traffic simulators, resulting in a combination of an open-source traf-
fic simulation environment with the MATI framework which applies the agent
paradigm to the actors in the simulations. This simulation tool is designed for
the general purpose of connecting exchangeable environments with multiple in-
terpreters acting in the same environment. Specifically, MATTI is designed for
modeling vehicle group formation along with metrics for measuring the efficiency
of the resulting grouping algorithm. This AVGF algorithm is implemented and
tested in simulation. Second, this research proposes a multi-agent-based archi-
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10 Chapter 1. Introduction

tecture and methods for AVGF, and shows that this combination dramatically
outperforms an individual driving strategy in simulation.

The desired outcome is to show that street capacity utilization can be im-
proved in rush hours (medium traffic density: Level of Service C or D) with
decentralized vehicle groups in order to increase the throughput for more ef-
ficient urban traffic. This is done by adjusting the distance and speed within
groups. The concept of agents and MAS enables the representation of traffic
systems including traffic-independent signal plans for traffic management and
Vehicle-to-X-change (X stands for any) Communication, same as C2X (V2X)
communication to show the effects of decentralized groups in urban traffic. The
hypotheses are stated in the Evaluation Chapter 7.1.

Therefore, vehicles are abstracted as agents that form groups inspired by
human group behavior. Thus, the main objective is to study the benefits of
AVGEF. A realistic example shows the group phases and the effect that coordi-
nated and cooperative driving has, namely, to improve traffic-dense situations
in urban traffic. Coordinated operational (e.g., speed), tactical (route choice)
as well as strategic (actual position in relation to the destination) criteria for
autonomous grouping are the subject of investigation in order to answer the
question of if and how vehicle grouping works in simulations.

In summary, the use of AVs in groups are for safety and comfort reasons,
but, mainly, to improve the group efficiency for the benefit of individuals and
global preferences thanks to the effect of collective knowledge. Autonomous
vehicle groups will result in smoother, faster traffic flows, reducing and avoiding
congestion. Additionally, vehicle groups promote efficient and smooth accel-
eration and enable optimal energy use and reduced emissions. The inherent
safety of AVs reduces requirements for heavy protective equipment for coping
with the collisions resulting from driver faults, thus shedding weight on the car
body. Once again, this generates lower emissions both on the road and during
manufacturing. Autonomous vehicle group behaviors and the related techno-
logical changes improve the quality of life by optimizing driving, which leads to
better use of road capacity, improved road design and new methods for traffic
management, decluttering of urban spaces, easier parking, investments in pub-
lic transport, taxis and infrastructure, and better management of urban sprawl.
Thus, the new method of autonomous vehicle groups alleviates existing prob-
lems. In future the concept will offer flexibility, is easy to use, and is applicable
to loose and tight formations of various sizes, and to group formation with and
without leaders.

1.5 The Structure

Based on the contribution and the overview illustrated in Figure 1.3, the struc-
ture of this thesis is outlined in the following. The Figure 1.3 shows that sci-
entific contribution is based on the traffic system environment. The numbers
indicate the contributions. In the theoretical chapter, a group model is pre-
sented which is materialized by the all-embracing simulation environment. The
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simulation environment encompasses computerized strategies for cooperative
urban traffic with four elements: the functional design, the technical concept,
the implementation and the evaluation of group strategies, which matches the
procedure model 1.3, combining the last two points. The strategies in the sim-
ulation environment enable experiments and the realization in urban traffic, or
now in simulation, but, by 2050, maybe in reality.

1 Autonomous Vehicle
Group Formation ]

5 matenahzed by is analyzed and
represented with the
Simulation
Ekerent 3 Functional Design 4 Technical Concepl
5 implemantation of 6 Evaluation of
group stategies group stategies

[

enables experiments and the realization
of stategies in the ...

l

Traffic System

Scientific contribution

Figure 1.3: Structure of this Thesis.

Chapter 2 (Background) provides the background for this research, starting
from the paradigm shift from static and central to dynamic and decentralized
systems and the use of a Multi-agent Systems (MAS) approach. The three
parent disciplines which influenced this research, Organizational Psychology,
Dynamic Traffic Management and Agent Systems, are presented. This chapter
provides a brief survey of these disciplines and their relationship in order to
place this work in context. Several fundamental modes of cooperative social
interaction are described and the rationale behind some basic assumptions of
system design is noted. The notion of groups is introduced because of the pivotal
role it plays in the definition of the new theory of coordination developed in this
research.

Chapter 3 (State of the Art) provides a review of existing multi-agent sys-
tem traffic applications in order to put this work into perspective. Particular
attention is given to the notion of agent models upon which group formation is
based. Furthermore, Chapter three reviews existing models of individual agent
models and group formation. Prominent models are described and evaluated
in order to put the theoretical contribution of this research into perspective.
The limitations of using decentralized groups to describe complex systems are
discussed. Finally, the failings of existing models of group formation in complex
and dynamic environments are enumerated.

Chapter 4 (MATI Simulation Framework) provides an overview of existing
agent-based traffic simulation frameworks including own work resulting in the

Dieses Werk ist copyrightgeschiitzt und darf in keiner Form vervielfaltigt werden noch an Dritte weitergegeben werden.
Es gilt nur fir den persénlichen Gebrauch.
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MATT system, which is described in detail. MATIs novel approach to building
multi-agent applications is highlighted, and the shortcomings which led to the
group formation work are outlined. The application of MATI to cooperative
groups in traffic management is explained in depth.

Chapter 5 (Conceptual Group Formation and Formalization) represents the
main theoretical contribution of this research. The model of group formation is
defined based on a group reference model. A description of how it circumvents
the shortcomings of other models of group formation is given.

Chapter 6 (Practical Implementation of Group Formation) introduces the
traffic scenarios in which group formation is tested and how they are imple-
mented. The usefulness of the concepts is illustrated by applying them to the
traffic domain.

Chapter 7 (Evaluation) gives an evaluation of the group formation in the
MATT framework. Comparisons with other collaborative driving methods are
discussed. The algorithms of static color sorting and dynamic similarity are
evaluated in different group phases. The different influences of homogeneous
and heterogeneous group characteristics are illustrated and compared to the in-
dividual default simulation. Two scenarios of homogeneous and heterogeneous
vehicle distribution were executed in two realistic locations of Hanover. The
grouping algorithm performs in dense traffic. Results show that dynamic au-
tonomous vehicle groups are a future concept for dealing with urban traffic
density.

Chapter 8 (Conclusion and Outlook) gives an analysis of key results in whole
and future perspective on the work with recommendations for further investiga-
tion. The discussion gives an indication of which direction actual research will
go in and reflects the scope and limitations.
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No thought exists without a sustaining support.
Mel Bochner (1970)

Chapter 2

Background

This chapter provides an overview of other disciplines and their influences on
autonomous vehicle group formation (AVGF). Heterogeneity is a basic principle
of AVGF in traffic as well as in many other domains and can seen as a problem
to be solved or a challenge to optimize different scopes. The three major parent
disciplines are introduced in order to place this work into context: organiza-
tional psychology, traffic simulation and agent systems. These disciplines offer
possibilities to contribute knowledge for enhancing autonomous vehicles, assum-
ing that for each traffic simulation problem a fitting architecture can be found
for part of the solution concept. Several fundamental modes of cooperative so-
cial interaction are described and the rationale behind some basic assumptions
of system design is noted. The notion of groups is introduced because of the
pivotal role it plays in the definition of the new theory of coordination developed
in this research.

2.1 Organizational Psychology

Group models are well studied in the area of social and organizational psy-
chology and deal with the human-oriented perspective. Since traffic consists of
human users and the inspirational aim of this thesis is group work, a background
for group-work and cooperation is provided.

The group process is a fundamental human concept which specifies the goals
and the structure of the group as well as the progress of the cooperation be-
tween its members. The dynamic group formation process is usually described
within the context of social disciplines, but is applied in many domains. The
question is, how do humans form groups for joint goals and what phases need
to be respected until they can perform the actual common task. What are the
actions an individual needs to take to be a member of a group? When is it
more beneficial to act as an individual or in a group? What are the benefits?
Organizational psychology studies why a human performs a certain action and
reveals the correlated behavior. Thus, it covers the transition from a goal to an
action performed individual layer in a group.
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2.1.1 Groups and Cooperation

The concept of groups and cooperation are assumed for this thesis. In the
following subsections the psychological descriptions are given.

Groups

West [375] describes groups as a fundamental element of our social experience
in living and working together. Groups are, in one sense, an organizational
response to the increasing complexity of life. Groups potentially provide so-
cial support, safety and security, and adjustment to the environment. Within
groups, people pursue shared objectives by integrating diverse skills and, ideally,
achieve an optimal use of their resources. Concurrently, organizational goals are
more likely to be reached.

Groups are formed in the belief that people working interdependently toward
shared goals will lead to synergy and therefore the group performance will exceed
the sum of the individuals’ performance. Also, groups enable organizations to
maintain memories in case one member is absent or leaves the group.

According to West [375] (p.6) a group can be seen, on one hand, as a small
social system imbued with rational, planned task-performance activity to per-
form a primary task, and on the other hand, as a performing unit to understand
how the group activity relates to the affective and social dynamics of the en-
vironment. Socio-technical theories offer unique ideas of the autonomy and
self-regulation of groups. The control of the group stays within the group in
order to coordinate its own task procedures and the transactions with others
outside the group. From the socio-technical perspective, autonomy can be en-
hanced by differentiating inside group tasks and tasks from others within the
system.

Though groups can have any amount of numbers, the minimum is generally
acknowledged to be three members. The term ’group’ generally suggests a num-
ber of conditions which must be satisfied. Members of a group have shared goals
in relation to their interests, values or representations (such as route, desired
speed or type of vehicle). Another group characteristic is social interaction in
order to achieve those shared objectives. A group identity is created through
structural elements, where norms and values are accepted. Defining the role of
each group member is optional, whereas, in teams, well defined and interdepen-
dent roles are necessary.

Teams are one specific kind of group, which have become an important
organizational form for working across structures, functions, time, and space.
While there are many similarities between groups and teams, there are some
important differences in group initiation, bonding, motivation, time span, and
resources, which are listed in Table 2.1 combined from various Internet sources.

A team is a specialized group, which shares technical competence and pro-
fessional knowledge. It allocates resources, maximizing their use, and has no
conflict of interest at the time of appointment in fulfilling a goal together. To
work in a team is called a teamwork, which is characterized by:
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Table 2.1: Groups versus Teams.

Criteria Groups Teams
What is the Support and develop the Accomplish a project plan
purpose? principles, skills and that supports the organization’s

abilities of members in a
chosen domain.

objectives.

Who belongs to it?

Members from one or many
organizations, or not
affiliated with any
organization.

Members of the
organization.

What makes members
come together?

Self-selection based on
expertise or passion

Selected and assigned by
management

What is the glue
holding it
together?

The passion, commitment to,
and identification with the
chosen cause or knowledge
domain.

The organization plan
or the project charter.

What is the nature
of the activities?

Goals are more self-
generated, best if aligned
with organization
domain.

Tasks should be aligned with
organizational interests.

Specific goals from the organization,
establishing deliverables and
deadlines.

How long does it
last?

As long as the members have
an interest in building the
practice and sustaining

the community.

Until the project or
work is completed.

What are the
resources?

Information, knowledge,
experience, member

commitment and collaboration

etc.

person-hours and work
resources.
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e flexibility in pursuing a goal
e faith in each other

e interaction

In 1981, the renowned psychologist Belbin [33, 34] defined roles in a team
which behave, contribute and interrelate in a particular way. Belbin identified
that behavior depends on six influencing factors: role learning, external influ-
ences, experience, values and motivation, mental abilities, and personality. The
accurate delineation of the team roles helps in understanding the dynamics of
any management work team.

The implications of teams versus groups is clearly presented in Table 2.1:
teams are are made up of members of an organization and accomplish a plan that
supports its objectives, whereas groups are made up of either members from one
or many organizations, or not affiliated with any organization, and support and
develop the principles, skills and abilities of the members in a chosen domain.

By the joint presence of the following attributes based on Hackman [150] ,
groups are defined as social entities , that is, as a performing unit embedded in
a larger social system (i.e., organizations, here, the traffic network). Groups are
formed of individuals with interdependencies who perform one or more tasks
relevant to their mission. Their task performance has consequences that affect
others (inside and outside). Finally, their group membership is identifiable
within and outside of the group.

Cooperation

Cooperation is considered by West [376] (p.3) in terms of its outcomes. It occurs
in the context of work relationships among people so that their tasks are achieved
successfully. Often, research focuses on the interaction of collaborations. But
the thought of cooperation is constructive and pro-social in its interactions.
West [376] (p.3) defines cooperation in the following quote:

Cooperation involves helpful, supportive, and integrative actions
that in turn help the team [or group| succeed at its task and
strengthen interpersonal relationships.

The interdependency of individual and group beliefs is defined as coopera-
tion by the social psychologist Morton Deutsch [84]. This perspective integrates
goal interdependence, interactions and the related outcomes. A cooperative sit-
uation stimulates an individual to strive with others for a goal object which can
be shared equally among all of them. According to Deutsch[84], cooperation is
striving for the same shared or complimentary goals, as opposed to competition,
which is striving for the same goal, which cannot, however, be shared. Individu-
als on one social level are prevented by the rules of the situation from achieving
the goal jointly when competing and required to do so when cooperating. They
perform better in those situations where goals are pursued jointly. They have
a relatively large amount of contacts when cooperating and relatively few when
in competition. The capability of each individual is restricted by his or her own
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biological limitations, and the most effective method to overcome these limita-
tions is cooperation. This requires the formation of a group or non-personal
purpose.

Cooperation is a social aspect of an overall situation with social factors
arising from it. But those factors can be limiting because interaction must first
be enabled and the outcomes of interaction can change the interests and actions
of those participating in the cooperation. Cooperation depends on effectiveness,
which relates to accomplishments of the social purpose, and efficiency, which
relates to the satisfaction of individual interests. The minimum requirement
for cooperative behavior is neither the physical togetherness nor joint action,
but the lowering of egoistic individual demands. Just the diminution of ego-
demands may result in free action and an objective situation. In cooperation,
the common goal is more important than any personal objective.

The following quotation from West [376] (p.3) summarizes the concept of
cooperation:

In cooperation, people believe goals are positively related. They
understand their own goal attainment helps others reach their goals;
as one succeeds, others succeed. They then share information, ex-
change resources, and in other ways support each other to act effec-
tively. Mutual expectations of trust and gain through cooperation
promote ongoing efforts to support and assist each other (Deutsch,
1962). This promotive interaction results in relationships character-
ized by positive regard, openness, and productivity.

Transfer to Traffic Simulation

Transferring this to the traffic domain, team members are usually from one
propriety company (like BMW), with all their enclosed information structure;
whereas this research wants to be open and consider all autonomous vehicles
which are able to exchange information and form groups based on their prefer-
ences and characteristics.

Actually, groups are already present in nature, for instance in migratory
birds flying in a V formation. This is a good strategy for using less energy than
when flying alone, and following the direction of the other birds avoids crashes
and keep the group together while migrating.

Gersick [129] states that traditional group development theory respects en-
vironmental influence only within a small range because all group members do
the same work in predicted phases where no changes in interaction between the
group and its context are included. Applying this to AVGF, this means that
the influence of traffic is only present in the initial situation, whereas, during
the process of grouping, the vehicles’ environmental changes are excluded from
direct influence.

Hackman [150] specifies that group studies in laboratories have tended to fo-
cus on personal and interpersonal variables and either ignore or hold constant
contextual variables. This research is based on simulation and the model is also
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prone to abstractions; it is especially difficult to include communication at its
full variety. For this work, communication is limited to the extent necessary for
forming vehicle groups and based on standards like Foundation for Intelligent
Physical Agents (FIPA) for agents, or Standard Cooperative Awareness Mes-
sages (CAM)s for vehicular communication. The variables are weighted in order
to adjust their influence on the traffic context.

The work-group effectiveness by Hackman [150] (p. 319) puts

special emphasis to the design of groups as performing units and
to their relations with their organizational contexts.

Hackman [150] (cf. p. 319) claims that the experimenter in the laboratory has a
major contextual influence due to his/her decisions as to where the study will
be conducted, how the subjects are chosen and formed into groups, how the
group task is selected and assigned to the group, which rewards are chosen and
administrated, which group information and resources are provided for their
work, and which basic norms of conduct are established for the research setting.
This research will make use of the realistic road network of the southern part
of Hanover, Germany, with a thick density in rush-hour traffic between 7:30
and 8:30 a.m., and the subjects are autonomous vehicles which are formed into
groups. The group task is adjusted tactical behavior such as minimized gaps and
adapted speeds, as well as strategic goals such as destination and route choice.
The rewards are based on the utility functions (described in Chapter 5.3) of
the individuals and groups. Group information is shared in the form of weights
and a route choice based on the well-known Dijkstra algorithm is used. Traffic
density is fixed for rush-hour traffic in the four scenarios presented in this work.
Norms of conduct are derived from the realistic network, as well as feasibility
of the simulation tools.

The organization within which a group functions influences group effective-
ness (cf. Unsworth and West [355]). The following are the specifications for
this research:

e Rewards in the group and organization: by utility functions

e Available technical assistance to support the group with its tasks: re-
stricted by the simulation tools

e Supportive organizational climate for both individuals and groups: coop-
erative traffic is assumed

e Extent of competition: no competition, just self-interested individual par-
ticipants thinking to maximize their utility.

e Level of environmental uncertainty in relation to the task: environment
is generally known to traffic participants by an initial network map, and
with their own base of experiences and reasoning.

2.1.2 Group Models

In the following subsections, two models for groups and teams are explained.
The Tuckman and Jensen Model inspired the group phases and the Input-
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Process-Output Model provided the foundation for the simulation of the group
processes.

Tuckman and Jensen Model

The famous phases of the group life cycle were first described by psychologist
B.W. Tuckman [349] in 1965, later, in 1977, Tuckman and Jensen [350] updated
those phases. The group development has two areas in focus: interpersonal
relationships and task activity. Tuckman’s hypothesis was that, in order to
reach effective group functioning, his four-stage model of forming, storming,
norming, and performing needs to be successfully navigated.

The stages of the revised model including the closure of a group are illus-
trated in Figure 2.1 and are described in more detail by Bonebright [47].

AR OIS 2

Forming Storming Norming Performing Adjourning
*5
Independence Dependence/ Return to
independence independence

Figure 2.1: Adapted Group Cycle from Tuckman and Jensen [350].

Forming: In the first stage, the group members establish relationships with
leaders, organizational standards, and each other. The group becomes its task
orientation, creates basic rules, and the boundaries for interpersonal and task
behaviors are tested. This is summarized as ’testing’ and ’dependence’.

Storming: This phase is characterized by missing consensus and emphasis
on interpersonal issues. Group members strive for security and therefore resist
moving into unknown areas of interpersonal relations. This is due to the desire
to express their individuality and resist the formation of a group structure.
Groups working toward impersonal and intellectual tasks may have less visible
emotional responses, but resistance may still be present. The second stage
represents a time of conflict within the group.

Norming: In the third phase, group members accept each other and express
personal opinions. Roles and norms are established for developing shared men-
tal models and discovering the most effective ways to work with each other. The
group becomes an entity as members develop a group feeling and seek to main-
tain and perpetuate the group. In an effort to ensure harmony, task conflicts
are avoided. During the third phase, the group develops unity.

Performing: In the fourth phase, the group functions as a problem-solving
unit. Members adapt and play roles that will enhance the task activities,
whereas the structure is supportive of task performance. Roles become flex-
ible and functional, and group energy is focused on the task. In the final stage
of the original model, the group relates to their functional roles ([349] p. 387).
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Adjourning: The fifth stage, adjourning, reflects separation as an impor-
tant issue throughout the life of the group. From the return to independence a
new group with a purpose and commitment can be established and the group
life cycle can restart.

This model was based on a literature review and the observation of a lim-
ited number of small group settings. Thus, no attempt was made to establish
controls, due to the nature of therapy groups. Tuckman pointed out that conclu-
sions about the specific effects of independent variables on group development
were missing and encouraged further research along those lines. Limitations of
the Tuckman model are listed and summarized from Bonebright [47]:

e The model is generalized well beyond its original framework.

e Models of groups are limited. Groups were seen as closed systems and not
including outside influences on group development.

e The model does not explain how groups change over time. The model
should adequately address mechanisms when and how a group moves from
one phase to the next and the changes in the group life cycle.

e The model provides a high degree of consistency and similarity for de-
scribing the phases as a hierarchical models like Tuckman’s. Generally
the group development process is more complex which is hard to reflect
in linear models.

e There are two significant concerns relating to task performance. The first
is that the model fails to address the effects of group development on
creativity in problem solving. The second concern is that the model does
not guide what tasks are needed to achieve success or what parameters
lead to an outstanding performance. This raises two significant questions
by Bonebright [47] p. 115 :

first, what if the storm stage never ends, and second, what
is needed in order to exceed performance norms?

e Tuckman’s model was studied on therapeutic groups which may cause
that especially the storming stage may not be clearly defined. Thus, there
might occur limits on the applicability of Tuckman’s model outside of
therapeutic groups.

e The sample of group development models all fit into a five-stage frame-
work. However, there is variation in the location and definition of the
conflict stage.

e Shift to exploring the concerns that drive the conflict, instead looking at
conflict as a stage, would cope better with a variety of models found in
practitioner literature.

e There is a lack of quantitative research strictly into observations concern-
ing the description and control of independent variables.

e The literature review fails to form(?) a representative sample for small
group development processes.
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e The settings were significantly overrepresented, particularly the therapy
group setting. This limitation has been addressed by further research.

Input-Process-Output Model

Most research and theory in the descriptive tradition shares input-process-
output framework by McGrath [247].

INPUT PROCESS OuUTPUT

Individual-Level
Factors
(e.g. pattern of member —

skills, attitudes, personality PEﬁ?;?,:g:e
CrafEteristien r (e.0. performance quality,
7 speed to solution, number
Gr?:ul:'t Lreuel L Group of 6rmurs)
g saire, (o {rachon
e ! Process
cohesiveness, group size) ™ Ou{tlég‘::es
Envi R | (e.g. member satisfaction,
"""”FF""f" e group cohesiveness, atti-
Ly tude change, sociometric
(e.9. group task characte- _| structure)

ristics, reward structure,
level of environmental
stress)

Time t t,

-
-

Figure 2.2: Input-Process-Output Framework (cf. originally by McGrath [247] and changed
by Hackman [150]).

For the purpose of this thesis, the input-process-output team model was
adopted for groups as illustrated in Figure 2.2.

2.2 Microscopic Traffic Simulation

This section is arranged into three parts: what is modeled, how is it modeled
and with what is it simulated.

The ’what’ is three-fold: traffic control in its specific form of dynamic traffic
management is provided in Section 2.2.1, traffic flow is the desired improved
output with autonomous vehicle group formation and is referred to in Sec-
tion 2.2.2, and the traffic demand is described through the scenarios explained
in Section 2.2.3.

The ’how’ can be approached with macroscopic [216] [154], mesoscopic [216]
[200] [312] or microscopic models. Since the focus of this investigation are
individual and group vehicle behavior and characteristics, microscopic models
were chosen and are presented in Section 2.2.4. There are models that describe
the longitudinal behavior, that is the the car following models described in
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Section 2.2.4, and there are models which represent the diagonal behavior, that
is, the lane changing models identified in Section 2.2.4.

The 'with what’ is done in simulation, because autonomous vehicles are not
readily in normal use, but under ongoing research. Different traffic simulation
software is listed in Section 2.2.5.

2.2.1 Traffic Control

The background knowledge on traffic control is provided specifically for its spe-
cialized form of Dynamic Traffic Management (DTM). The input values for
microscopic traffic simulation derive from DTM, which reflects the perspective
of infrastructure combined with traffic control and traffic information. The ar-
chitecture of DTM is centralized in a traffic management center, but constant
changes need to be made due to the nature of traffic complexity and changing
states. Mainly the traffic lights change dynamically depending on the urban
traffic. Information is provided for all traffic participants. Improvements of
traffic modeling techniques and of computer power promote the further devel-
opment of sophisticated and complex systems. The general knowledge about
this domain resulted from a visit to the Traffic Control Center of Berlin on June
12, 2014, pictured in Figure 2.3, and a presentation by Dr. Kohlen who works
there and did the tour. DTM incorporates five main tasks:

1. dynamic traffic control of traffic signs and signals, highways, arterials
and tunnels

2. warning system consisting of an accident committee for traffic security
which can include the police

3. event and incident management for instance of construction, failures,
demonstrations, shootings and state visits

4. coordination of public traffic authorities of city districts

5. traffic information about all of the above

In the following, the five points listed above are explained in greater detail. 1.
Technical systems to support traffic control are mainly the light signal systems
commonly known as traffic lights or traffic signals, active traffic management
on managed smart motorways, tunnel control, change in direction streets and
variable message signs as well as boards. In order to choose the right control
strategy,detection can be done with control cross-section and cameras. Fiber
optic loops connect the traffic computer with the physical traffic management
center of a city. On the mesoscopic level , the traffic computer of a light signal
system is responsible for the choosing a signal program and, on the operative
level,the light signal system is equipped with a control unit to adapt to signal
programs. For instance, in Berlin the traffic management center is connected to
nine traffic computers for controlling 2,050 light signal systems.

2. The traffic warning service is connected to the reporting office within the
TMC via the traffic message channel and receives current information about
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Figure 2.3: Traffic Management Center Headquarters Berlin - provided by [208]

accidents, traffic jams, construction zones or demonstrations. In Berlin there
are about 120,000 reports per day (60,000 events and their annulment).

3. The editorial department extracts the information pertaining to city
traffic, events and public transport edits and prepares the data for traffic states,
information boards and traffic reports. The incoming information is measured
in more detail with Traffic Eye Universal for traffic flow, speed and vehicle type,
which measures a section of city roads, uses measuring points on highways and
measured data from modern light signal systems, as well as Floating Car Data
(FCD) provided by TomTom for the network of 1,600 km of roads in Berlin.
Current traffic news, construction zones and events, data from public transport,
environment and weather data and airport information are also collected.

4. Outgoing information is sent every 5 minutes to support traffic control,
create the actual traffic state and traffic news, daily traffic forecasts for media,
information boards and statistics of traffic and environment data. A new feature
of the traffic information service is the multi-modal mobility monitor with local
information about transportation depending on the current position. It provides
the actual traffic state in real-time, traffic news, weather, the stops for public
transportation with the departure times in a ticker, the position of bike hiring,
car sharing and taxis.

5. The information comes from the technical system, the police or the pub-
lic. All information is received by the reporting office. This traffic information
service is responsible, among other things, for giving improved traffic state in-
formation to the TMC, for giving traffic and environment data to the admin-
istration authorities, and providing information on boards and online for the
public and for radio and print media.

Traffic control in the urban environment is necessary due to multiple users
which require organization for safety. Current research on co-operative traf-
fic management systems interconnects centralized (system-optimal) control and
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decentralized (user-optimal) decisions. This requires new dynamic models that
take both views into account, and explain as well as predict interdependencies
between top-down centralized control and bottom-up local system behavior.

Traffic control models try to influence behavior in terms of changes in the
variables, for example the times and costs of travel. Models have evolved con-
siderably to embrace the following planning contexts expressed at various levels
of spatial detail (cf. [51] p. 4):

e alternative arrangements of activity locations or land use
e investment in new roads and capacity expansion of existing roads

e investment in public transport systems, and changes to levels-of-service
and fares

e traffic management like one-way streets and allocation of lanes to partic-
ular users

e demand management like parking restrictions and road user charges

e application of computer and information systems to operate and control
transportation systems more intelligently.

This thesis is largely concerned with using existing infrastructure as-is, and
focuses on the last point, whereas operational issues such as setting or adaptive
control of signals is outside the scope.

2.2.2 Traffic Flow

Traffic behaves in a complex and nonlinear way. Traffic flow [348] is described
as the movement and the depending interactions of individual drivers in their
vehicles between two points. The unpredictability of driver behavior makes the
prediction of traffic flow difficult and without guarantee. Therefore, reasonable
consistent ranges of driving tendencies are assumed. Based on assumptions,
macroscopic mathematical models are developed. The trends include the rela-
tions of speed, flow, and density. These relationships help in planning, design,
and operation of traffic networks.

Measurements of traffic density come from infrastructure detectors (buried
induction loops, infra-red sensors or cameras installed on traffic lights) or float-
ing car data (FCD). FCD determines the traffic density on the network and
collects with help from mobile phones individual data of localization, speed,
direction of travel and time information in vehicles that are being driven. Addi-
tionally, extra information such as distance to the preceding and following vehi-
cles, fuel consumption and emissions, as well as navigation data such as travel
and stop times, sensor data from the environment like temperature, weather and
ground, and data from other support systems like ABS or ESP can be used, de-
pending on availability. Aggregation in representation and transmission are
known to be existing problems for FCD data. These individual kinds of data
are the essential sources for traffic information and for most intelligent trans-
portation systems (ITS). Traffic flow of individual vehicles can be calculated by
their travel and stop times.
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2.2.3 Traffic Demand

The traffic demand is important to understand. It depends on the time of day
and constraints of the environment. In this thesis the traffic demand is set to
the yellow C-D range. The technical term for traffic demand is the Level of
Service (LOS) and is defined by Rodrigue [186] as:

1. A set of characteristics indicating the quality and quantity of the provided
traffic service with quantifiable characteristics as well as the ones that are
difficult to quantify.

2. A qualitative rating of traffic flow in the range from A (excellent) to F
(heavily congested). The actual or prognosticated traffic amount is com-
pared to the maximum capacity of the intersection or street.

3. Public transit agencies in the USA have a variety of measures for the
quality of service: generally total travel time or a specific component of
total travel time.

4. Furthermore, pedestrian facilities set an area occupancy classifications
with levels of service i.e. public toilets.

There are six levels of service as clarified in Figure 2.4:

S=sf/l+a(v/c)’)

Volume to Gapacity Ratio
0.0t00.2 0.2t00.4 04t007 07t008 08t01.0 >1.0

Level of Service

Figure 2.4: Level of Service with linear traffic density. (cf. Transportation Research Board
(1994) [43] p. 3-9.)

(A) Free Flow Traffic. The presence of vehicles on a road section does not

affect other individual users. Speed and maneuverability can be chosen
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freely. The level of comfort is excellent, as the driver needs to pay minimal
attention.

(B) Steady Traffic. The presence of vehicles on the section starts to affect
the behavior of other individual drivers. Speed can be chosen freely, but
the maneuverability has somewhat decreased. The comfort is excellent,
as the driver only needs to keep an eye on nearby vehicles.

(C) Limited Steady Traffic. The presence of other vehicles affects the be-
havior of individual drivers and coordination is required. The choice of
speed is affected and maneuvering requires vigilance. At this level, the
comfort decreases quickly due to the growing impression of the driver be-
ing caught between other vehicles.

(D) High Density Traffic. Drivers are heavily effected by the presence of
other vehicles and there is a need for good coordination. The severe re-
duction of speed and maneuverability causes a low level of comfort for the
driver trying to avoid collisions with other vehicles. Traffic risks increase,
causing some operational problems and saturating the network.

(E) Saturated Traffic. Drivers are lined up and only a slow but uniform
speed is possible. Thus, only under constraint for another vehicle, maneu-
verability is possible. The driver is frustrated.

(F) Congestion. At several points, traffic allows only unstable speed includ-
ing the formation of waiting lines. Cycles of stop and go with no apparent
logic because it is created by the behavior of the drivers. A high level of
vigilance is required for the driver with practically no comfort.

Depending on road, traffic and control conditions, the traffic service rate
encompasses the maximum vehicles which can cross a point or a road section
in an hour. Hence, five traffic rates of service (the F level is not used due to
instability) are assigned to each road infrastructure. Traffic reports and digital
route information also use color codes to illustrate traffic conditions as follows:
green (levels A and B), yellow (levels C and D) and red (levels E and F).

2.2.4 Microscopic Models

Microscopic modeling [216] describes the dynamics of each individual vehicle
as a function of velocities and positions of neighboring vehicles. In reality, the
driver estimates the distance to the preceding vehicle and his speed in order to
avoid collisions and maintain a security distance.

Two important aspects for modeling vehicle entities are the longitudinal
and diagonal behavior. Longitudinal actions are deceleration and acceleration
and therefore also include following the preceding vehicle. Diagonal action is
the lane choice, especially overtaking. In general these two aspects are treated
separately.

Car following models are also known as longitudinal models. In the following,
different models are presented and compared. Here a preliminary selection takes
place as to which models apply to vehicle groups in urban traffic due to their
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specific characteristics. The implementation of these models is described in
Chapter 6.

Car Following Models

Nowadays there are many sophisticated car following models (more are pre-
sented in the Appendix) with different approaches and basic ideas which sim-
ulate the realistic behavior described. In the beginning, simple models like the
kinematic distance model and the model of Pipes managed without model pa-
rameters like desired and maximum speed, whereas later the models became
more complex and developed many different parameters. At this point some
conventions, abstract concepts and abbreviations are introduced which all the
models presented have in common.

The state of a vehicle in a model is given by its position, its velocity vector
and its acceleration vector and is influenced by the driver. In contrast to reality,
where the driver of a vehicle influences its state, in simulation different models
are used to influence the state of a vehicle. Like in reality, the model needs to
react to the behavior of other vehicles. The main focus is on the vehicle in front,
the predecessor. Depending on the predecessor’s state, that is, his position and
speed, the vehicle’s own acceleration is adapted.

These descriptions assume a road with only one lane. Velocities are denoted
as v; and positions as x; (where the index i rises in downstream direction) of
all vehicles.

In the following the index n denotes the vehicle ahead and n + 1 the sub-
sequent following vehicle, as illustrated in Figure 2.5, considering a sequence of
vehicles.

-ll

i H

; n+l———» n o
E. - Xn+1 .,E ;

L‘ “Ti‘.i' -,E

Figure 2.5: Notation of a Sequence of Vehicles.

The velocity or speed of a vehicle n is characterized by v,,. Its position along
the driven distance is described by x,,.

The acceleration (or negative acceleration: deceleration) of a vehicle is la-
beled as a,. In some models the formula symbol of acceleration is described as
the temporal derivative of the speed of a vehicle and therefore given as vy, (t).

A change of velocity is performed depending on the desired velocity Vges,
which is constrained by safety considerations, legal restrictions and other things.
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All presented models are continuous in space and time. This is mandatory
for the targeted degree of reality. How to profit from the benefits of discrete
models is described in 6.

All car following models can be reduced to the simple idea of a relaxation
process on some time scale that describes how a driver tries to approach the
desired velocity:

5vz~(t) o Vdes — U;
5t T

(2.1)

This dynamic relation is more known for the stimulusresponse approach by
Pipes [273], where the reciprocal value of 7 is referred to as sensitivity.

Different groups of car following models can be identified [284] based on the
concept behind the model.

This research considers the safe distance models by Gipps [132]) and KrauB
216].

Model by Gipps (1981) Traffic flow simulations provide a number of micro-
scopic techniques. Vehicle dynamics and driver decision making is modeled in
highly elaborated car-following models. Gipps [132] provides the foundation of
many traffic simulation tools such as in Barcelé [21] for a collection of driving
strategy models. Those models have automatic cruise control algorithms which
resemble vehicle behavior for simulation with their desired speed, acceleration
and gaps for lane changes or distances for the preceding car. Agents can in-
corporate those models. Furthermore, they integrate a high level of decision
making and complex information processing is possible.

The model of Gipps [132] belongs to the class of models in which the distance
between two vehicles is calculated in order to avoid collisions, hence a minimum
safety distance needs to be maintained.

In contrast to the Kinematic model and models of Pipes and GHR (de-
scribed in the Appendix), where the acceleration is measured, in the model of
Gipps the speed of a vehicle is calculated directly. The model of Gipps con-
sists of two component parts. On the one hand, the speed for free driving is
calculated whereby the speed increases in every time step, taking the maximal
acceleration into account. On the other hand, the safety distance to the vehicle
ahead is calculated including the speeds of other traffic vehicles. This strat-
egy regulates the deceleration or braking that guarantees no collisions. The
minimum of both calculated speeds will then be assigned to the vehicle.

The first component of the acceleration results from empirical research ac-
cording to the equation:

U (t) Un(t)
Ut +T) < ont) +2,5- 0T (1= 7 )-1/0,025 + 7 (2.2)
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vn(t)  speed of vehicle n at time ¢ [m/s]

. response time of driver [s]
with . . . 9
an, maximum acceleration of vehicle n. [m/s?]

Vi desired speed of vehicle n [m/s]

The second component of the model regulates suitable braking behavior
such that a safety distance is maintained to the vehicle ahead. This includes
the reaction time of the following car in the situation so that if the predecessor
brakes abruptly, the following car can react.

First, the position where the predecessor n — 1 would come to a stop if
instantly braking at time ¢ is calculated:

2y = waa(t) - (2.3)

with b,_1 maximum deceleration of the vehicle n — 1(< 0) [m/s]

The following vehicle n starts to brake after the reaction time T. Thus, the
position where the following vehicle stops can be calculated:

2 = 2 () + [on () + vn(t+ T)] - % _ % (2.4)

In addition to the reaction time T in the model by Gipps there is a safety
reaction time #. Taking into account the length s of a vehicle, the following
must be true x;_; — s,_1 < z so that collisions are avoided. Inserting the

n—1
equations 2.3 and 2.4 gives:

U1 (t)? T v (t + T)?
ros@- 2 @t ) ) T o
with 51 length of vehicle n — 1 plus minimum distance [m]

0 safety reaction time [s]
Now the maximum speed at which the mandatory safety distance is main-
tained can be calculated:

Up—1(1)?
a b ax
(2.6)
b axr maximum estimation of the maximum deceleration of the
predecessor by the driver of the following vehicle [m/s?]

vn(t+T)Rebn-(§—|—9)+\/b721 2 (@p1(t) — Spe1 — xR (t)) —vn(t) - T ]

with

Finally, both components of the model can be combined in such a way that
the speed of vehicle n at the time t+7T is set as the minimum of both single
components. For simplification a lot of applications of the model use 6§ = %
This results in the equation:
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vp(t+T) =

mi”{(vn@) +2,5-a,T - (1= v;‘/ff))- 0,025 + U"Tit));
(2.7)

by - T

m
b ax

+\/b% T2 — by - 2 (p-1(t) — Sp—1 — xn (1)) —vn(t) - T — _U”—l(t)2]}

Krauss Model (1998) In 1998 the pure stimulus-response approach was
developed by Krauf3 [216]. This is a microscopic, space-continuous, car-following
model [214] based on the safe speedparadigm: in order to adapt to the leader’s
deceleration, the follower tries to stay away from the predecessor such that a
safe distance and speed can be maintained. As opposed to the IDM A.7, the
Kraufl model is discrete in time because it does not compute the instantaneous
acceleration but the future speed at time step ¢ + At to be reached by a vehicle
7. The model tries to account for human sporadic and irrational reactions with
the help of a stochastic parameter 7. The following parameters are used in the
model:

a maximum acceleration of the vehicle [m/s

b maximum deceleration of the vehicle [m/s?
with ¥4, maximum velocity of the vehicle [m

l length of the vehicle [m

e driver’s imperfection in holding the desired speed between [0, 1
The model assumes that the driver has a reaction time 7 of about one second.
The safe velocity is calculated using the following equation:

g(t) —u(t)T

Usafe(t) = (t) + o g (28)
b(v)
v (t) speed of the front vehicle in time [¢]
where ¢(t) distance to the front vehicle  in time [¢]
T driver’s reaction time usually [1s]

The equation 2.8 computes the speed of a vehicle which is required to main-
tain a safe distance and avoid creating an accident with the front vehicle. The
minimum of these values is computed next, because vs,f. can be larger than
the maximum speed permitted on the street or larger than what the vehicle is
capable of reaching until the next step due to its acceleration capabilities:

Vies(t) = min{vsqfe(t), v(t — 1) + a, Vmaz } (2.9)

The resulting speed is called the desired speed which is the target speed in
2.9 reached by the vehicle. It is a simple increment from the previous speed
limited by vsqfe(t) and vmaz-
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Assuming the driver is not able to perfectly adopt the desired velocity, the
"driver’s imperfection’ value multiplied with the car’s acceleration ability and
a random number is subtracted from the desired velocity. Finally, one must
assure that the vehicle is not driving backwards. For this, the last equation of
the model is:

v(t) = max{0, rand[vges(t) — €a, vges(t)]} (2.10)

The velocity, multiplied with the simulation step duration, which is constant
at one second, here, is added to the vehicle’s current position to reach the posi-
tion for the next time step. This model is collision-free and very fast due to the
small number of equations. For example, on a 1GHz computer the performance
of the simulation step for about 1.000.000 vehicles per second can be executed,
describing realistic vehicle movements in one second.

The traffic flow is a function of the traffic density acting as the fundamental
diagram. The model by Krauf is capable of replicating the flow function well.
The Kraul model is used in the traffic simulator SUMO [21].

Lane Changing Models

In microsimulation, the diagonal behavior of individual vehicles is represented
by lane changing models. Compared to the car following models 2.2.4 the pa-
rameters used are less manageable and depend strongly on the situation. In the
literature, lane changing models are addressed much less than the car following
models described in Subsection 2.2.4.

Partly empirical and theoretical analysis of lane changing were executed on
twolanefreeways and threelane freeways [216]. A model for the structure of
lanechanging decisions in urban traffic situations, where traffic signals, obstruc-
tions and heavy vehicles all exert an influence, has been developed by Gipps
[133, 134].

The lane change models are typically considered as a multi-step process and
on a strategic level. The drivers know their route in the network, which influ-
ences the lane choice. In the tactical stage, the driver accelerates or decelerates
before the intended lane change. In addition drivers possibly cooperate in the
target lane [202]. The general lane change begins with the vehicle executing
the lane change in the start lane and aiming for the destination lane. The deci-
sion to execute a lane change depends on the actual traffic situation, usually on
whether it is safe or desirable to change lanes. Additionally, there might be the
necessity of performing a lane change. For example, it is desirable to change
lanes if the actual speed is recognizably below the desired speed due to a high
volume of traffic in the current lane. However, the lane change is mandatory
if the vehicle wants to turn soon but is in the wrong lane at present. If the
desire or the necessity for a lane change is determined, consequently there is the
stimulus for the lane change [133]. The verification of whether this is possible
and safe is common to models. The basics for the following two approaches
is the gap acceptance model, which validates if the gap between the front and
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rear vehicle in the target lane is sufficient. It must be ensured that the vehicle
behind the executing vehicle is unhindered while the lane change is performed.
Therefore, the distance between the vehicles should be big enough to include
the safety distance and also to avoid making the rear vehicle brake strongly.
The same is true for the front vehicle: the distance should be big enough in-
cluding the safety distance in the destination lane. Depending on the model,
those parameters can be different for each driver and traffic situation. The gap
acceptance model is a regression analysis [157] where the vehicle decides if the
gap is sufficient or not and then accepts or denies it.

In the literature most lane-changing models classify lane changes as either
mandatory or discretionary [133] [387] [4] [345].

The well-established typical model by Gipps [133, 134] is presented, which
is still in use and has been extended by other models. The model MOBIL, which
seems very interesting for group behavior, is presented thereafter. .

Gipps Model Gipps [133, 134] is a standard and presents the Gap Acceptance
Model (GAM) with an algorithm. The basic idea is that the driver n changes
to lane ¢, if the following conditions are true:
e The lane 7 has a gap for a lane change.
e On the lane i the driver n needs to ensure that his follower s can follow
him.
e On the lane 7 the driver n needs to ensure that his future predecessor p
can follow him.

The car following models were described before.
The algorithm 1 describes the lane change of a driver n:

Algorithm 1 GAM of Gipps [133, 134]

The driver n wants to change to lane ¢
s, p are the following car and the predecessor respectively on lane ¢
TargetGap: the distance between s and p
if TargetGap > length of n then
calculate speed G, of n with a car following model with p as a forerunner
if n can reduce its speed G,, then
calculate speed G of s with a car following model with n as a forerunner
if s can reduce its speed G5 then
n can change to lane ¢
end if
end if
end if

MOBIL Model The acronym MOBIL stands for the strategy of "Minimizing
Overall Braking Induced by Lane Changes’. It uses accelerations as utility
functions and takes the (dis-) advantage of the followers into account via a
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politeness parameter. Motivations can be diverse from purely egoistic to more
altruistic behavior. For example, the value for lane changes is taken into account,
only if lane-changing increases the combined accelerations of the lane-changing
driver and all affected neighbors [202]. The model uses the Intelligent Driver
Model (IDM) as a simple car-following model with descriptive parameters.

Mechatronic Layer

The mechatronic level must be designed for cooperative vehicles, which is done
by Stiller et al. (cf. [329] p. 215) They argue that the potential for im-
proving traffic efficiency and safety beyond the level reached by human drivers
will come through long term automated cooperation among traffic participants.
The authors give an overview of the hardware architecture (on page 217) includ-
ing, on the lowest level, the vehicle itself with actuators and sensors, an active
camera platform, and other sensors like GPS, radar and lidar. In addition, the
platform and vehicle controller are implemented with embedded systems, and
on top of this are an image and knowledge processing unit and a radio unit
for communication. This hardware architecture has been used ’in three Audi
Q7 and a Volkswagen Passat’, as well as ’a Smart Roadster and a Volkswagen
Touareg’, in order for them to act as six fully autonomous vehicles.

On top of this hardware architecture, Stiller et al. proposed a func-
tional system for cooperative cognitive automobiles based on a model of human
behavior (p. 215), which places skill-based behavior, which depends on envi-
ronment information, on the bottom, rule-based behavior in the middle and
knowledge-based behavior on top.

The system architecture presented in Figure 2.6 (p. 216) includes knowledge
representation, as well as the other representations of the physical vehicle layer
with its abilities, tactical and controlling dynamic system layer, and a global sit-
uation analysis and behavior generation. The stand-alone models of perception
and behavior generation use information obtained in cooperation with other ve-
hicles. The cooperation of vehicles consists mainly of cooperative perception,
for instance in the detection of rear traffic, views into blind spots, views around
curves, enhanced range and plausibility validation in overlapping fields of views.
From artificial intelligence rule-based and knowledge-based cognition methods
were modified. Thus, measurement uncertainties or contradictory rules can be
handled with confidence measures: rule-based a posteriori probabilistic reason-
ing with Marcov models is used or representation with rules in a logic ontology.
The idea to give the perception process more accurate information with the
help of probabilities is good. Where robust information is gained by the fusion
of data from different sensors and used, the success guarantors for autonomous
driving are object tracking with Extended Kalman Filters or particle filters and
model based object detections. Future research includes cooperative passing and
emergency brake maneuvers using the success of cooperative city cars described
in Baber et al. [12].
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Figure 2.6: Cognitive Architecture (cf. Stiller et al. [329] p. 216.)

Compared to the focus of this thesis on dynamic group formation, the paper
of Stiller et al. [329] gives a good underlying architecture which is imple-
mented in real vehicles, but cooperative behavior is still to be implemented.

2.2.5 Traffic Simulation Systems

Traffic simulation is the mathematical modeling of traffic and transportation
systems (e.g., intersections, arterial routes, downtown grid systems) through the
application of computer software to help plan, design and operate urban traffic
systems in a better way. Simulation produces visual demonstrations of present
and future scenarios of transportation networks and is used for experimental
studies of complex models. These are classified according to whether time,
state and space are discrete or continuous.

The general notion of simulation is described by Kliigl [207] and illustrated
in Figure 2.7: a model is used for experiments, where a model is an image of
the real world. This model can be considered as a system and is used to obtain
information about another system by the user. A system is a set of objects with
a structure, where any regular form of interaction may be taken as a structure.
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Figure 2.7: Relations between Real World and Simulation Model (cf. [207] p. 203).

Vehicular traffic systems are of global interest and growing concern. Mod-
eling arbitrarily complex traffic systems is a hard problem and therefore ab-
stracting the real urban traffic world in a microsimulation as a case study is
necessary.

For understanding a simulation, the underlying concept of system state de-
scribes the evolution of the simulation over time. System state can be either
discrete or continuous and is a set of variables that contains information about
the environment [325].

There are many interactive traffic simulation systems publicly available [21],
either commercially or open source, which model the macro-, micro- and/or
mesoscopic perspectives. The focus here is on microscopic simulation.

First, the commercial traffic simulator AIMSUN is described. There are
similar traffic simulators like PARAMICS[118] or VISSIM [281] [232], which
offer all necessary functionalities (graphical presentation,modeling tool, auto-
matic data collection and evaluation) and a variety of additions for emission or
pedestrian models and interfaces. The problem of commercial products is that
the underlying models are generally not sufficiently documented or accessible
for developers. A more detailed survey of microscopic and macroscopic simula-
tors is presented in Ratrout [289] and Kotushevski [211], where six different
simulation softwares are investigated, and a functional evaluation of out of these
above mentioned, three commercial traffic simulators is done in Hidas [167].

Second, the open source simulator SUMO (Simulation of Urban MObility)
[215] is described in detail. MovSim [348] [386](based on Treibers Microsim-
ulation of road traffic [242]) and MATSim [15, 16] are different open source
projects. SUMO and Treibers Microsimulation of road traffic provide an impor-
tant feature for free software packages: their source codes are freely available
for download and for developer use. SUMO is actually an open source project
that is being developed by two different institutions, in contrast to Treiber’s Mi-
crosimulation MovSim which is a personal software project whose source code
is available.
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AIMSUN

AIMSUN is a simulation package of Transport Simulation Systems (T'SS) that
integrates all three types of transport perspectives: static traffic assignment
tools, a mesoscopic simulator, and a micro simulator. The microscopic simu-
lation is used to simulate small traffic scenarios. AIMSUN uses both models
ofGipps, the car following model [132] and the lane changing model [133], to
simulate the behavior of vehicles. The mesoscopic simulation perspective makes
it possible simulate big traffic scenarios and both Gipps models are optimized for
using less computational power. A traffic scenario can be generated automati-
cally with a Geographic Information System (GIS) file'. A graphic tool is offered
by AIMSUN to model different traffic scenarios. A simulated traffic scenario can
be visualized with 2D or 3D animation and is saved in an AIMSUN or free choice
database. External application can access the traffic objects with programming
interfaces in Python or C language provided by AIMSUN. AIMSUN runs on
Windows, Linux and MAC operating systems and is capable of communicating
with Linux or MAC applications.

SUMO

Simulation of Urban MObility (SUMO) is an open source, highly portable, mi-
croscopic road traffic simulation package designed to handle large road networks
[215] and implemented in C++. SUMO is documented, but doesn’t facilitate
APIT or plugin architecture. The simulation provides multi-lane streets with
lane changing, including different right-of-way rules and traffic lights. Thus, in
SUMO, modeling entire traffic networks is possible. The Krauss car following
model [216] is used. SUMO provides a fast openGL graphical user interface
and can manage networks with 10.000 edges (streets) at a fast execution speed.
For network import VISUM, VISSIM, Shapefiles, OSM, RoboCup, MATSim,
openDRIVE and XMIL-descriptions are supported and missing values are de-
termined via heuristics. For routing microscopic routes are used, which means
each vehicle has its own route and different dynamic user assignment algorithms
are enabled. The simulation is continuous in space with time-discrete vehicle
movement providing different vehicle types. Using the extension Traffic Control
Interface (TraCl), traffic objects can be managed during simulation. In this
case SUMO runs as a server and access is through TCP and/or binary protocol,
where the client sets the simulation time steps. TraClI4J helps to serialize mes-
sages with Java support. Additionally, SUMO is connected with OMNeT++ to
simulate communication.

2.3 Multi-Agent Systems

Multi-agent systems [382] provide new developments to software engineering.
Complex systems are designed and modeled with high-level abstractions. The

I'more information available at www.gis.com
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process starts with requirements, then analysis, design architecture, implemen-
tation and, finally,testing and, therefore, is suited for this work for modeling
complex traffic networks with agent entities.

The scope of multi-agent systems is very large and includes economics, phi-
losophy, logic, ecology, and the social sciences. It concerns multi-agent en-
vironments as well, such as virtual training [287, 336], interactive entertain-
ment [159], internet-based information integration, robots (space exploration
rovers, RoboCup soccer [204], and robotic space missions), and sensor networks
(weather tracking radars), etc.

Since its initial recognition in about 1990, several studies have shown a lot of
attention to autonomous entities and confirmed significant results in computer
science. The fields of distributed systems and object-oriented programming
have a fertilizing influence on agent research. Therefore, Weiss ([373] p. 35f.)
proposes three distinctions between the traditional view of an object and the
view of an agent:

e On request from another agent, agents decide whether or not to perform
an action. This illustrates the stronger notion of autonomy then objects;

e agents are capable of flexible (reactive, pro-active, social) behavior,
whereas the standard object model has nothing to say about such types
of behavior;

e cach agent is assumed to have at least one thread of control, thus, a multi-
agent system is inherently multi-threaded.

A MAS consists of the multiple computing elements called agents (for more
detail refer to Section 2.3.1), which interact in a domain and are characterized
by both making their own decisions according to the objectives they have to
follow, and taking social responsibility for achieving cooperation, coordination
and negotiation.

An agent in its environment and the top-level view of an agent are specified in
Figure 2.8, which is adapted from Weiss [373]. The autonomous agent receives
sensory input from the environment and the action output generated by the
agent in turn affects the environment. The interaction illustrated with arrows
is usually non-terminating and, thus, ongoing.

AGENT

sensor action
input output

ENVIRONMENT

Figure 2.8: An agent in its environment, adapted from Weiss [373].

In most complex domains an agent does not have complete control over its
environment, but, at best, partial control within its sphere of influence. That
means that the same action performed twice by the agent in nearly similar con-
ditions might result in different effects on the environment. Actions, therefore,
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have preconditions associated with them with possible applications to certain
situations. The key problem of an agent is the reasoning about which action
to perform next. The action must suit its design objectives best. These are
defined by its architecture, described in more detail in Section 2.3.1.

Thus, agent systems are distinct from expert systems (cf. [185]), which
are capable of solving problems or giving advice in knowledge-intense domains.
Agent systems are situated in an environment, whereas expert systems do not
interact with any environment and, therefore, inherently are disembodied. That
means they do not get their information via sensors but through a middle man
such as a user and, accordingly, they do not act on any environment, although
they do give feedback or advice.

One of the difficulties for the designers of MAS is that executions and also
negotiations are time consuming, depending on the level of detail. the basic
concern of MAS research is the intelligent behavior of a collection of autonomous
agents including the focus on understanding interactions between self-motivated,
rational and autonomous agents. Even though the first agents to be developed
act according to personal goals representing their own interests, there are cases
where they should work for a common goal. So each of them might have different
behavioral functions, but they have to have rational behavior as well, in an
effort to maximize expected services. The design of agents should take the
most optimized ways of achieving its own goals into account. This happens
with respect to a definite set of shared resources, which are either limited or
unlimited. The agents must either share a common resource, having the benefit
of sharing an expensive resource, or they can derive benefit from sharing a set
of common tasks.

First, regarding the task distribution problem, where sets of autonomous
agents have a common goal to reach: they are usually asked to perform different
tasks and agreements with other agents so that the common goal can be reached.
Each agent mainly wants to satisfy the goals efficiently, but it also wants to
minimize the costs by optimizing its actions. Negotiation protocols are used
to make their cooperation possible, so they can fulfill their goals and avoid
conflicts.

The agent systems in this work have especially the perspective of automatiz-
ing human behavior into intelligent traffic. Therefore, all aspects of traffic need
to be modeled and five abstractions derived from Boissier [45] are applied to
multi-agent systems:

e Individual Agents: Autonomy and situatedness
Cognitive concepts: beliefs, desires/goals, intentions/plans
Deliberation and decision: sense/reason/act as actions and perceptions
interacting with the environment, reactive/proactive, processing internal
events using the JASON Agent Programming Language

e Multiagent Organization: Social and organizational structures
Groups, Missions and Roles: functionalities, activities, and responsibili-
ties
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Organizational rules: constraints on roles and their interactions called
deontic relations, norms, deadlines, obligations, sanctions and rewards
Organizational structure: topology of interaction patterns and the control
of activities using the organizational model for Multi-Agent Systems based
on notions like roles, groups, and missions for programming multi-agent
organizations (MOISE) framework

e Environment: sensing and acting in an environment, resources and ser-
vices that Multi-agent Systems (MAS) can access and control, legacy and
objects using the Common ARTifact infrastructure for AGents Open en-
vironments for programming environment artifacts (CArtAgO) platform

e Interaction: Speech Acts, Communication Languages, Interaction pro-
tocols using the JADE platform

e Simulation: combines the four elements mentioned above into one sim-
ulation using the MATI framework described in Chapter 4.

SIMULATION
Role Goal Operation
\achieves ORGANIZATION
Protocol State Action
D _goes to A
Entity L Transition AGENT
A
[ | 1
Event Action Message

Artifact | |Observable || Operation
Event

ENVIRONMENT

=—— concept mapping <€—— inheritance
composition &—— association

Figure 2.9: The Agent-Environment-Interaction-Organization concept (cf. Zatelli and
Hiibner [388]).
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2.3.1 Agents

The main point about agents is that they are autonomous and capable of in-
dependent action, illustrated in Figure 2.10 as a vehicle perceiving its envi-
ronment, adapted from Wooldridge [382]. The environment gives the agent
feedback through the sensors and/or communicator. With this perception the
agent reasons about the next action to take in the environment. The chosen
action is executed in the environment through the effectors, in this case the
wheels of the vehicle.

Agents extend other forms of modular and object-oriented software by ex-
hibiting degrees of autonomy and pro-activeness. The agents’ autonomy refers
to the notion of entities that are designed to have a certain control over their
individual actions which is independent from other systems or human interven-
tion. Autonomous agents act on a set of predefined or dynamically generated
goals. Small software entities are considered to be agents that work together
to form Multi-agent Systems (MAS). Classic programs, on the other hand, are
considered to be purely reactive artifacts, that is, software applications with a
limited lifespan that are invoked by a triggering mechanism, execute a task and
wait for further calls.

Intelligent Agents
Weiss [373] (p. 32) defines an intelligent agent as

capable of flexible autonomous action in order to meet its design
objectives

Flexibility intelligent agents exhibit three types of behavior: reactive, pro-
active and social Wooldridge [381].

Reactivity: A program can execute blindly if its environment is guaranteed
to be fixed. In the real world, most environments are dynamic and not designed
to be static. But software is hard to build for dynamic domains because a
program must take the possibility of failure into account and check whether it
is worth executing the tasks in the environment. A reactive system maintains
ongoing interaction with its environment and responds to changes in it within
a time frame in which the change matters.

Pro-activity: With a stimulus and resulting response rules it is simple
to react in the environment, but generally humans want agents to do things
(which can be automatized) for themselves. Therefore, goal-directed behavior
is desirable. The idea of pro-activeness is to generate and attempt to achieve
goals which are not solely driven by events but come from the agent’s own
initiative. Also, opportunities need to be recognized.

Social ability: The real world is a multi-agent environment. Without
taking others into account we are very limited and some goals can only be
achieved by interacting with others. This also applies to computer environments
such as the Internet.

Nowadays, with the knowledge of these intelligent agents, there is a new
trend to include decision making and interaction of multi-agent environments
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to widen the ’cooperation-oriented view of MAS’ and find useful environments
for their application, like the complex environment of urban traffic.

Typology of Agents

Nwana and Ndumu [263] classify agents in total into five categories:

Firstly, by their mobility, i.e., by their ability to move around some network,
which yields the classes of static or mobile agents.

Secondly, either deliberative or reactive agents. Deliberative agents derive
from the paradigm that agents possess an internal symbolic reasoning model,
and plan and negotiate with other agents in order to achieve their goals. Re-
active agents originate from robotic research by Brooks [53] and act using a
stimulus-response behavior, which reacts to the present state of the environ-
ment in which they are embedded [100].

Thirdly, by the minimal attributes they should exhibit: autonomy, learning
and cooperation. Autonomy refers to the key element of pro-activeness and the
principle that agents can operate without the need for human guidance. Learn-
ing means that, as agents react and/or interact with their external environment
and others, with time, their performance improves. Cooperation with other
agents is important and the reason for having multiple agents; communication
supports this.

Fourthly, by their roles, e.g., Internet information gathering agents, which
help to manage the vast amount of information in wide area networks of the
world wide web. This class of agent is referred to as an information or Internet
agent, which can be static or mobile and deliberative or reactive.

Fifthly, by the category of hybrid agents. In a single agent, they can combine
two or more agent philosophies.

In essence, agents exist in a truly multi-dimensional space and six types of
agents can be distinguished: collaborative, interface, mobile, information/Inter-
net, reactive, and hybrid. Some applications combine agents from two or more
of these categories. They are then referred to as heterogeneous agent systems.

The first three characteristics are used in Figure 2.11 to derive four types
of agent to include in this typology: collaboration agents, collaboration learn-
ing agents, interface agents and truly smart agents. This research deals with
cooperative and autonomous agents according to this typology, that is, with
collaboration agents. The field of learning is only slightly touched by the route
choice of agents in the network, but it is not the focus of further investigations.

These distinctions are not definitive, but give a good overview of the interde-
pendency of autonomous, learning and cooperation agents. Collaborative agents
have more emphasis on cooperation and autonomy than on learning, but that
does not imply that collaborative agents never learn. Only what falls within
the ’circles’ is considered to be an agent. Although expert systems are largely
autonomous when giving advice to a domain, typically they do not cooperate
or learn.

Dieses Werk ist copyrightgeschiitzt und darf in keiner Form vervielfaltigt werden noch an Dritte weitergegeben werden.
Es gilt nur fir den persénlichen Gebrauch.



42 Chapter 2. Background

This research makes use of the agents and artifacts (A&A) modeling
paradigm [173], which introduces agents, artifacts and workspaces as first-class
abstractions.

In the context of agents and Multi-Agent Systems (MAS), the artifact ab-
straction models ? construct parts to act as a working environment for agents.
Therefore, resources and tools are constructed as artifacts, which are shared
and used by agents to support their activities, both individual and cooperative.
One example artifact can be a traffic light, which changes its signal phases and
is observed and acted upon by the vehicle agents.

The A&A is investigated as a general-purpose paradigm for designing and
programming software systems, in particular concurrent and distributed ones.
In the context of complex systems it adds changing artifacts to the basic agent-
based model for multi-agent based simulations (MABS).

Agent Architectures

Intelligent agents can be formulated into three main abstract architectures [373]:

1. the purely reactive agents, which simply respond directly to their environ-
ment

2. perception and action systems with the function of observing its environ-
ment and the action of representing the agent’s decision making process

3. agents with state, where the agent starts in some initial internal state,
observes its future environment state, generates percepts and updates its
next function. This way it can foresee the future steps and its changes
and, therefore, can choose an action to perform appropriately in the envi-
ronment, like the computer in a chess game.

The first architecture would represent normal state-of-the-art vehicles well,
whereas the second one is well-suited for autonomous vehicles due to their own
reasoning about their observations and executions. The third architecture is
favored for discrete models like the cellular automata model by Nagel and
Schreckenberg [259], mentioned in the microscopic car following models in
subsection 2.2.4.

Constructing agents requires an architecture which is specified in four classes
of agents [374] [382]:

e logic-based agents describe decisions about the next action in a logical
notation

e reactive agents describe that decision-making underlies the action in a
certain situation

e belief-desire-intention agents describe the decision-making through ma-
nipulation of data structures which represent the beliefs, desires, and in-
tentions of the agent

2details described on the website https://apice.unibo.it/xwiki/bin/view/Themes/

Dieses Werk ist copyrightgeschiitzt und darf in keiner Form vervielfaltigt werden noch an Dritte weitergegeben werden.
Es gilt nur fir den persénlichen Gebrauch.



2.3. Multi-Agent Systems 43

e layered architectures describe the reasoning about decision- making in soft-
ware layers representing the environment on different abstraction levels.

Belief-desire-intention (BDI) agents and layered architectures are the most
promising for autonomous vehicle agents and their task of group formation.

BDI agents have their roots in practical reasoning from philosophical tra-
dition [52], which incorporates the process of deliberation about which goals
to achieve and the process of mean-ends reasoning as to how the action plan
furthers the goals [127] [285].

Layered architectures [102] [257] can have two types of control flow: vertical
layering, where the sensory input goes through all layers at least once to the
action output, and horizontal layering, where each software layer is directly
connected to the sensory input and action output. The InteRRaP architecture
[254] and another 3T intelligent control [46] are examples of layered architecture.

Planning

The agent can have two types of goals: its individual and the joint goal. The
individual goal of each vehicle is to drive at its desired speed. The agent chooses
its lane so that its utility is maximized according to its route preference.

A general utility function and the cost estimation function are defined by
Miller ([253] p. 90):

Definition 2.1 (General Utility Function) Given a finite set P of plans,
a utility function for plans is a function u : P — R, mapping plans into real
numbers. The utility of a plan p € P is computed as u(p) = w(p) — c(p), where
w: P — R is a worth function, and ¢ : P+ R is a cost function for plans.

The worth of a plan is equal to the worth of a goal achieved by successfully
executing the plan. Regardless of the definition of the function w, alternative
plans which achieve the same goal w(p;) = w(p;) are chosen. Therefore, the
focus can be on comparing the costs of plans. A finite set P and a cost function
c are given with a formalized plan selection select : 27 + P, which returns a
plan p with

c(p) = min c(p;).
(p) = min c(p)
In case plans are sequences of atomic actions aq, ..., a,, the costs are allocated
straightforwardly: starting from a cost function ¢ for atomic actions, the cost
of plan p is calculated by
c(p) Z c(a;).

a; Ep

. However, the plan can be executed depending on a set of predicates aq, ..., ay,
defined in the knowledge base hierarchy and with two language control ex-
pressions: conditional plans use if-then-else constructs and iterations can be
expressed with while-do constructs (refer to Miiller [253] p. 85). Therefore, the
selection of plans is done during planning time and costs have to be estimated.
Miiller assumes the existence of a cost function for primitive plan steps. This
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thesis gives a cost function for traffic in Section 5.3.1. A probabilistic model
for a priori costs is needed for the evaluation of conditionals and iterations in
order to compute probabilities of conditions or to predict statistically expected
values for how often an iteration is carried out. Those models are nontrivial
and require domain knowledge from traffic. The discussion of statistical do-
main models exceeds the scope of this thesis because they are not crucial for
autonomous vehicle groups and are a separate area of research.

The following cost estimation function provides a general method for choos-
ing among different applicable plans.

Definition 2.2 (Cost Estimation Function(L,)) Let ¢ be a cost function
for primitive plan steps. A cost estimation function for L,-plans is a function
co : L, — R with:

e co(p) = ¢é(p) for primitive plan steps p.
o co(p1seespn) = Dy co(pi) for p; € L, (sequential composition).
o co(p1;..;pn) = max;—1. . co(p;) for p; € L, (disjunctive composition).

e ¢o(if e then p; else py fi) = Pr(e) - co(p1 + (1 — Pr(e)) - co(p2) for
p1,p2 € L.
e co(while e do p od) = E(e,p) - co(p) for p € L,.

Pr is a probability distribution over conditions and Pr(e) denotes the prob-
ability of e being true in a certain world state. E(e,p) denotes the statistically
expected value for the number of iterations of p required to reach a world state
in which e does not hold.

Due to the inductive definition of the plan structure, the properties of two
plans p1, p2 € L, are defined such that p; is syntactically a sub-plan of ps, which
means a plan step contained in p; is also included in ps, denoted by p; C po
results in co(p1) < co(p2). The costs of the first plan are smaller than the second
plan, because the first plan is included in the second plan.

Agent Programming Languages

Wooldrigde and Jennings [380] summarize agents, architectures and lan-
guages. The need for agent software tools was identified by Gasser et al.
[122] and this section will name only some known agent programming languages.
The first to be introduced was agent-oriented programming by Shoham [318]
with the prototype implementation of AGENTO0, where the agent is specified
through capabilities, initial beliefs, commitments and rules. The Concurrent
MetateM [114] is based on logical formulas.

Some of the known languages are PLACA [342], MAIL [156], AgentSpeak(L)
[286], 3APL [168], dMARS [87], and TELESCRIPT [337].

An overview of agent-oriented languages is given in Bordini et al.[48].
Agent programming languages are not easy to distinguish from the simula-
tion software, Some are evaluated with the agent simulation platforms in Sec-
tion 2.3.5.

Dieses Werk ist copyrightgeschiitzt und darf in keiner Form vervielfaltigt werden noch an Dritte weitergegeben werden.
Es gilt nur fir den persénlichen Gebrauch.



2.3. Multi-Agent Systems 45

2.3.2 Environment

Agent interaction and coordination is done on the platform of the environment,
therefore the protocols are described in the following.

According to Weiss [373], coordination is a characteristic of the system when
agents perform their actions in the shared environment. Cooperation, illustrated
in Figure 2.12, is coordination among good-natured agents. Negotiation is the
kit to coordination between competitive or self-interested agents. For a success-
ful cooperation an agent needs to include the other agents into its world model,
including a model of future interactions. Therefore, they need to plan what can
be executed by distributed or centralized planning.

Limited resources in an environment trigger agents to coordinate their ac-
tivities with other agents in order to fulfill their own interests or satisfy group
goals. Due to dependencies of actions and global constraints, the coordination
of multiple agents is important for achieving the system goals for which no single
agent has sufficient competence, information or resources.

The control of the environment may be centralized and static like today’s
traffic management, but distributing control and data can also produce coordi-
nated systems. Distributed control is when the agents have the autonomy to
choose their actions and generate their own goals. The necessity for distributed
control arises because the knowledge of the system needs to be distributed and
available for all participants. Usually, the agent has only a partial and individual
perspective on the global system, although it might be beneficial for distributed
control to enhance the individual situation leading to better coherent system
performance.

For the system design, activities include defining the goal(s) for both per-
spectives (individual and global), assigning particular regions to specific agents,
controlling decisions about what to explore and ensuring good documentation.

The key agent structures for coordinating global and local problems are
commitments, providing structure for predictable interactions, and conventions,
providing the degree of mutual support described in detail in Jennings [191] (p.
7f). Based on ideas of Durfee et al. [95] Jennings [191] (p. 11f) extends the
three major points for successful coordination, quoted in the following items:

e there must be structures which enable the agents to interact in predictable
ways;

e there must be flexibility so that agents can operate in dynamic environ-
ments and can cope with their inherently partial and imprecise viewpoint
of the community; and

e the agents must have sufficient knowledge and reasoning capabilities to
exploit the available structure and the flexibility.

e Additionally, structures to provide mutual support to the cooperating
agents are necessary.

Thus, to support the last item, cooperation needs to be defined between
the environment and the multi-agent system and between the agents and their
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interaction with each other and the environment. Cooperation protocols usually
decompose and distribute tasks Weiss [373] (p. 99). Mechanisms are:

e Market mechanisms with matchmaking strategies (like auctions) by gen-
eral agreement or mutual selection

e contract net to announce, bid and award cycles

e multi-agent planning where specialized planning agents are responsible for
assigning tasks

e organizational structures to assign fixed responsibilities to particular tasks

This research focuses on Contract Net protocols (CNP) as described in
Weiss[373] (p. 100f.) and the organizational structure of a social system, elab-
orated in Section 5.3.1.

According to Kliigl [207] (p. 207), the dimensions of characterizing on the
environmental level including the meta level are mapped to urban traffic:

e topology of space: urban networks

e role and environmental richness: street networks with focus on vehicular
traffic

e objective of simulation study: benefits of AVGF

e level of abstraction, empirical embedding: street networks with their in-
frastructure without buildings or pedestrians

e extent of stochasticity: microscopic modeling and realistic data from ur-
ban network

2.3.3 Interaction

According to Weiss [373], agents interact in order to achieve better goals for
themselves or for the environment where they exist. Communication is the key
for agents to coordinate their actions and behavior, resulting in more coherent
systems. Three aspects are included in communication: the syntax, which is
the structure of symbols; semantics, which is the denotation of the symbols; and
pragmatics, which is the interpretation of the symbols.

Russell and Norwig ([300] p. 904) describe communication as follows:

Communication is the intentional information exchange brought
about by the production and perception of signs drawn from a
shared system of conventional signs. [...] In a partially observable
world, communication can help agents be successful because they
can learn information that is observed or inferred by others.

Natural language understanding ([300] p. 935) is complex and machine
translation systems implement a range of techniques based on frequencies of
messages: ranging from full syntactic to semantic analysis to statistical tech-
niques. Speech recognition is also primarily based on statistical principles and is
popular and useful. Currently, statistical models are most popular and success-
ful. Together, machine translation and speech recognition are two big successes
of natural language technology.
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Singh [321] defines the dimensions of meanings that are associated with
communication.

e descriptive vs. prescriptive: descriptions are necessary for human compre-
hension, but difficult to mimic for agents. Most agent communication is
designed to exchange information about activities or behavior.

e personal vs. conventional: usually, everyone has their own interpretation
based on experience for a message, but this might differ from the gener-
ally accepted understanding. Agent systems should opt for conventional
meanings because they are typically open systems and new agents can
enter at any time.

e subjective vs. objective: the direct effect on the environment is objective
because it can be observed by everyone, but internal interpretation is
subjective.

e perspective of speaker vs. hearer vs. society: this expresses the different
viewpoints of speaker, hearer or other observers.

e semantics vs. pragmatics: pragmatics affect the use of communication by
the communicators and respects the environment as well as the individual
considerations, which are excluded by syntax or semantics.

e contextuality: messages cannot be understood in isolation, therefore this
includes the individual, the environment and the history of messages and
actions.

e coverage: can be seen technically or as the expressiveness of a language.

e identity: the meaning of a message depends on the individual and its roles
and specifications.

e cardinality: the different effect of a private or a public message.

Coordination is realized by communication, that is, information exchange
(cf. [169] p. 19). Thus, communication is a necessary precondition for the
formation of coordination, such as groups.

According to Teufel et al. [341], there is a hierarchical relationship of
three components with communication as the base, coordination in the middle,
and cooperation at the top:

e communication: is the understanding and agreement of several parties
among each other.

e coordination: identifies the communication which is necessary for the rec-
onciling of task-oriented functions that are executed in the context of
group work.

e cooperation: is denoted by the communication which is required for coor-
dination and agreement of common goals.
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Multi-Agent Communication

Communication is important for agents to coordinate themselves and it is one
property of being social. Different capabilities which agents need for communi-
cation are: to receive and send messages through a fully functioning communi-
cation network, and to participate either passively, actively or both in a dialog
in order to assume the function of a master, slave, or peer respectively. The two
basic message types are assertion and queries, further discussed in [373].

Communication can be defined on different levels, but it should be on the
lowest level so that the least capable agent can take part in it. The lowest level
is described by the interconnection method, the middle level by the information
format or syntax and the top level by the meaning or semantics of the infor-
mation specified in communication protocols. Those protocols can be binary,
with a single sender and a single receiver, or broadcast, with an n-ary protocol
involving a single sender but multiple receivers, also called multi-cast. The data
structure is defined in a protocol containing the sender, receiver(s), the language
of the protocol, encoding or decoding functions and actions to be taken by the
receiver (compare to [373] p.86f.)

Speech Acts

Computational agents use spoken human communication as a model defined by
speech acts by the philosopher John Searle [314]. Speech acts can be seen as
actions in human communication such as requests, suggestions, commitments,
and replies. Thus, speech act theory helps to formalize the types of messages
which are used in computer science [353], especially multi-agent systems (MAS)
(63, 320].

There are at least two standardizations of speech act labeled messaging.
KQML [220] and the Foundation for Intelligent Physical Agents (FIPA), estab-
lished in 1996, have given mentalist semantics to agents.

Thus, the language used for MAS is the Agent Communication Language
(ACL) [221].

Later approaches [70, 115, 194, 195] gave social semantics to ACL.

The Knowledge Interchange Format (KIF) [126] is a logic language and a
proposed standard for describing things within expert systems, databases, in-
telligent agents etc. KIF provides encoding of knowledge.

Ontologies describe domain knowledge of objects, concepts and relationships;
the area of interest in this thesis is traffic [39)].

The models discussed are the most notable, but there are also other means by
which computational agents can interact, communicate and be interconnected;
compare Weiss [373].

2.3.4 Organization

In a multi-agent system (MAS), the organization (of the traffic system) is useful
for improving efficiency since the organization constrains the agents’ behaviors
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towards social intentions, that is, their global common purpose. Without some
degree of organization, the agents’ autonomy may cause the system to lose global
congruence (cp. [174] p. 118).

The organization models are divided into two perspectives: agent [153] or
organization centered view [101]. In the former, the agents are seen as the engine
for the formation of the organization, in the latter the organization is defined by
the designer and exists a priori. Another classification of organizational models
has been proposed by Hiibner et al. [174] with the focus on:

e society’s global plans or tasks: functional specifications
e society’s roles: structural specifications.

Organization are categorized by four notions by Boissier [45] as follows:

e organizations are supra-individual phenomena: Organizations are
structured, patterned systems of activity, knowledge, culture, memory,
history, and capabilities that are distinct from any single agent [123].

e Definition by the designer, or by actors, to achieve a purpose:
A decision and communication schema, which is applied to a set of ac-
tors, that together fulfill a set of tasks, in order to satisfy goals while
guaranteeing a globally coherent state [239].

e Pattern of predefined cooperation: An organization is characterized
by a division of tasks, a distribution of roles, authority systems, commu-
nication systems, and contribution-retribution systems [40].

e Pattern of emergent cooperation: An arrangement of relationships
between components, which results in an entity, a system, that has un-
known skills at the level of the individuals [252].

Organization infrastructures are e.g., Madkit [148], Karma [260], Ameli [98],
S-Moise+ [172], Moiselnst and SYNAI [124], and cooperation is a focus of
Khamis et al.

Organizations in MAS are defined as supra-agent patterns of emergent or
(pre)defined cooperation with a purpose that can be specified by the designer
or by the agents themselves. Patterns of emergent or potential cooperation are
called organization entity, institution, social relations or commitments. Whereas
patterns of (pre)defined cooperation are called organization specification, struc-
ture or norms.

The cooperation and coordination protocols are mentioned in the environ-
ment section 2.3.2.

2.3.5 Multi-agent-based Simulation

The general information of why a simulation is used and the general notions
which are described in traffic simulation section 2.2.5 also apply for agent sim-
ulation.

For defining agent-based simulation, which is equivalent to multi-agent sim-
ulation, the basics of a multi-agent model and an agent are defined as ([207] p.
205):
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A multi-agent model is a representation of an original system based
on the conceptualization as the multi-agent system. The active enti-
ties in the simulation are mapped to ’agents’. An agent is an entity
that is situated in an environment and is able to perform autonomous
actions in this environment. It determines its behavior based on its
own mostly local perspective and has only restricted /local manipu-
lation capabilities.

Based on Kliigl [207], the objectives for agent-based simulation are empir-
ical understanding simulated in case studies, normative understanding, quali-
tative insight and theory generation and models as tools. Using agent-based
simulation enables the new agent paradigm for more appropriate modeling for
socio-technical systems such as traffic, makes it possible to treat systems as
emergent phenomena and variable structure models, and provides an intuitive
way of modeling to facilitate communication and visualization.

Multi-Agent Software has different ideas of autonomy like agent autonomy
within the model versus autonomy in relation to the modeler, explicit macro- or
micro-level observations, distinct treatment of simulated time and environment,
and established guaranteed relation to a reference system which constrains the
agents’ behavior.The responsible modeler is in charge. Some of the software

used for this thesis is described in detail; other propriety software is, for example
MADKIT [149]and JACK [171].

Jade

JADE (Java Agent Development Environment) [36] is a software framework by
Tilab® with the objective of implementing standard agent-based applications.
JADE is implemented in the Java programming language and complies with
the specifications of the organization "The Foundation for Intelligent Physical
Agents (FIPA)’.

The JADE framework can be viewed from two perspectives: runtime and
agent development.

First, from the perspective of system runtime, JADE offers several services
for agent-based applications. The multi-agent system constructed in JADE is a
distributed system and is able to divide itself among different hosts. On every
host an agent container exists, which administrates the agents and is part of the
system. The agent container exists in its own Java virtual machine (JVM) and
adds and saves a newly generated agent and deletes the agent when requested
by the system. JADE offers a mobility function for the agents to move from one
container to another. The communication between agents is realized with the
standardized agent communication language (ACL) for exchanging messages.
For observing the multi-agent systems, different tools like 'Remote Manager
Agent’ and 'Sniffer Agent’ are available.

3The latest version of JADE is JADE 4.3.2 released on 03/28/2014 http://jade.tilab.
com/
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Second, from the perspective of agent development, JADE offers extensive li-
braries to support implementing agents and debugging of FIPA-conform agents.
For developing a new agent, the abstract Java agent class is extended. Every
agent is implemented as a thread, but, for cooperative behavior, multi-threading
is possible in order to execute parallel tasks. This predefined behavior simplifies
the construction of agent behavior. JADE supports asynchronous communica-
tion.

JADE provides no internal agent structures and offers no concepts for group
oriented programming.

Jason

One agent programming language identified as suitable for autonomous vehicle
group formation (AVGF) is Jason.

Jason [49] is an open source interpreter for an extended version of the
AgentSpeak programming language. Jason implements the operational seman-
tic of the language in Java and Prolog and offers a platform to develop multi-
agent systems for the main operating systems Windows/Linux/MacOS. Jason
was developed mainly by Jomi F. Hiibner (Department of Automation and Sys-
tems Engineering, Federal University of Santa Catarina, Brazil) and Rafael H.
Bordini (Instituto de Informatica, Universidade Federal do Rio Grande do Sul,
Brazil).

Jason incorporates the BDI model and supports the development of environ-
ments (normally implemented in AgentSpeak) which are programmed in Java.
Jason has an integrated development environment either in jEdit or as an Eclipse
plug-in and includes a so-called 'Mind Inspector’, with which, during runtime,
agent behavior can be observed in detail. This isalso useful for debugging. Gen-
eral documentation is provided by the Jason book [49], also the homepage* has
a tutorial and an overview with links and FAQ as well as publications and API
documentation. An important insight is the reasoning cycle of Jason, which is
inserted in Figure 2.13 from the original Bordini et al. [48].

Jason supports organizational agent aspects with the extension Moise [173],
based on notions like roles, groups, and missions. Hiibner et al. provide a
tutorial with a soccer team. Jason uses the FIPA (IEEE Foundation for Intel-
ligent Physical Agents, 2012) libraries for the communication between agents.
The multi-agent system can be distributed with the help of Saci or JADE. The
Multi-Agent Contest [32] is co-organized by the TU Clausthal.

2.3.6 Related Work (on MATI Framework)

This section describes the Agent Programming Toolkit (AplTk) and the En-
vironment Interface Standard (EIS) as related work from Behrens [31]. The
Environment Interface Standard (EIS) framework is used in the interpreters
Goal and a former version of the programming language 2APL. The goal is to
combine environments with agents no matter which interpreter is used,even if

4http:/ /jason.sourceforge.net /
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Figure 2.13: Reasoning Cycle Jason Bordini et al. ([48])

more than one are used. This results from using different environment simula-
tion platforms together with agent simulation, which is presented in Chapter4.

Agent Programming Toolkit

AplTk is a universal Agent Programming Languages Toolkit for MAS. It consists
of four main parts: the world. Based on the perceptions received, the agent will
then select one or many actions to perform in the environment. In AplTk, com-
munication between environments, interpreters and tools is done only through
well-defined interfaces and the cardinality of these entities is many-to-many.
Furthermore, AplTk possesses a tool and a core component. The tool interface
ties in specialized tools for analyzing the output of generated modules (inter-
preters and environments,) which can be used for heterogeneous MAS. It can
also be used with several different interpreters and environments. The core
component integrates all the other components and acts as a scheduler where a
scenario definition is assigned in form of an XML file. Using this definition, the
core thread generates all components and executes the simulation.

Environment Interface Standard

The Environment Interface Standard (EIS) was designed to simplify the inter-
connection of agent platforms with environments. EIS was developed to decou-
ple agents from their environment in MAS. Agents, seen as software structures
to perceive and process data from the environment, are coupled with the inter-
face layer where controllable entities (like vehicles) are connected. These are
software structures which act to generate percepts and process agents’ actions
in the environment. The agent-entities relation as described in [31] gives an
identifier to each agent and entity through the interface layer. Through this in-
terface it is possible to exchange agents or environments and to compare them
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Figure 2.14: Representation of the Figure 2.15: Scenario with traffic lights
Southern Part of Hanover, ”Siidstadt” by and Road Side Units by openstreetmap.
googlemaps.

Figure 2.16: Southern Part of Hanover, Germany.

with tools. Thus, EIS promotes modularity and recyclability. It introduces
percept-generators and action-processors on the environment side. The agents
can control one or many controllable entities. Because EIS makes use of the
observer pattern, listeners for the environment and agents have to be attached.
Once the listeners are registered, perceptions and actions can be received.

2.4 Requirements for Vehicle Groups in Traffic

Based on the scenarios presented in the following subsection 2.4.1, requirements
are derived in the next subsection 2.4.2.

2.4.1 Scenarios

A realistic traffic network of the southern part of Hanover, Germany is consid-
ered for this research, illustrated in Figure 2.16. The left representation, Fig-
ure 2.14, shows the district of the southern part of Hanover called ’Siidstadt’.
The right map in Figure 2.15 illustrates the scenario network used, with two
parallel and five perpendicular streets. The streets are modeled with the traffic
lights and Road Side Units (RSU) and considered to have the same priority (no
distinction between main and minor streets).

In March 2009, one hour of empirical intra-urban commuter traffic data
was collected in rush-hour traffic between 7:30 and 8:30 am. Traffic flows and
traffic signal programs were parameterized accordingly as well as control pro-
grams being in operation. This realistic network scenario is prone to congestion.
It issued for simulating the new idea of autonomous vehicle group formation
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(AVGF). Thus, it provides the combination of centralized control with novel
decentralized group decisions made by the autonomous vehicles.

Due to realistic data being available for this scenario, it is used for deriving
three equivalent networks which differ in size. One extraction is made in order
to consider only one arterial for a green wave scenario, here, only Hildesheimer
Street (the left street) is used. Additionally, for research purposes, two artificial
scenarios with the same traffic flow were constructed: a mini scenario with three
lanes only and, for scalability, a grid scenario with ten intersections. Simula-
tion will need to demonstrate the influences of AVGF in the different network
scenarios.

2.4.2 Requirements

Following the presented scenarios, verifiable requirements for simulation of de-
centralized autonomous vehicle groups in urban traffic are defined as:

1. Microscopic simulation environment: Necessity of model and simulate
urban traffic including dynamic traffic control as an open system. Use,
enhance, develop or integrate the traffic simulation system such that de-
fined strategies for autonomous vehicle groups can be assessed under real
world scenarios as described above in Section 2.4.1. This implies real-
world applications with real-world data. Thus, the correct description of
dense traffic which comes from real-word Floating Car Data (FCD) data
or detectors is important. Additionally, the environment as well as the
vehicle agents should act in a cooperative manner, in order to achieve
improvements from the individual as well as the global perspective.

2. Modeling and simulation of autonomous vehicles: necessity of vehicular
communication and functions for self-driving properties such as availabil-
ity of information and internal logic for reasoning about the environment.
The environment as a map of the network is usually known to drivers as
well as agents, but variable information is communicated to or observed
by the agents within the sphere of influence. Communication between the
agents should be possible, but it is liable to interference. Therefore, it is
necessary to reduce the communication costs by using it as little as pos-
sible, but as much as needed. Since the agent paradigm is assumed to be
most suitable for this approach, microscopic behavioral models for traffic
should be implemented, which adopt to and perform in the dynamic urban
traffic environment. The states of the agents should be represented in a
continuous way instead of a discrete manner. Therefore, they are dynamic
agents and move within the traffic environment as vehicles.

3. Integration for coordinated actions of AVGFE': necessity of intelligent usage
of dynamic vehicle groups. Definition of a set of acceptable vehicle group-
ing strategies that will run in urban traffic without changes to the road and
roadside infrastructure. Regarding the organizational architecture with-
out explicit stops to initiate vehicle grouping is called the 'non-locality’
of group formation, which means that autonomous vehicles look ahead
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and adapt their behavior to the traffic situation at their actual position as
opposed to very regulated coordination booths. In this context, the main
difference is centralized versus decentralized group algorithms. Interest
groups are not evaluated in this work.

. llustrate the economic benefit: necessity for a quantification of achievable

travel times. The thesis approach can be used to encourage the use of
autonomous vehicle groups with benefits to both lead vehicle driver and
to platoon member. The vehicle agents perform their tasks independent
of each other, but they can coordinate themselves into groups in order to
reduce travel and stop times through smaller gaps between the vehicles
when driving in a group. Show how vehicle groups can lead to environmen-
tal, safety and congestion improvements. In order to analyze the group
effects on traffic, the vehicle parameters in the system will be tested in
homogeneous versus heterogeneous vehicle groups.

Autonomous vehicle groups are addressed in this thesis as a solution to

organizational traffic problems. This research uses autonomous vehicle group
formation as an instrument of differentiation.
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You know more than you think you know, just as you know less than you want
to know.
Oskar Wilde, (s. XIX)

Chapter 3

State of the Art

Autonomous Vehicle Group Formation is used to define and depict the tasks
which need to be performed when executing a joint action, as well as the envi-
ronment, which must be taken into regard during these tasks. Various methods
have been developed to support the simulation of group processes in different
contexts. In this thesis, five categories of dynamic group formation are distin-
guished, depending on their main area of application and origin.

First, the environment and traffic control are discussed in section 3.1. Sec-
ond, the use of agents for modeling and simulation in traffic is described in
section 3.2. Third, interactions including traffic communication are examined
in section 3.3. Fourth, organizations and their traffic architectures are investi-
gated. Most importantly, the fifth section 3.5 provides the investigations into
group models.

3.1 Environments: Traffic Control

First, there are simulations for the environment including traffic control (TC),
which are mainly used in urban planning for depicting various assumptions
and characteristics of traffic management (TM). Traditionally, control is static,
meaning in an off-line and traffic-independent fashion with a central architec-
ture. All data is collected in a Traffic Management Center (TMC) on a high
performance computer, which usually controls the traffic infrastructure from
the top down, based on the historic data. Traffic modeling and simulation (MS)
supports traffic regulation which is often steered by traffic lights (synonym: sig-
nals or controllers). Then, traffic flows are managed according to traffic patterns
and based on buried detector data. As said by Bazzan and Kligl [29]: a priori
determination of suitable signal plans according to traffic patterns at different
times of the day (not to mention actual traffic loads) requires a lot of domain and
network knowledge. Because traffic is a highly dynamic process, simple off-line
or on-line optimization for synchronizing arterials alone cannot control various
traffic flows during different times of the day. Due to increasing volumes of
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traffic, there is a demand for more flexible but robust approaches which should
vary in their degree of sophistication and their scope. Nowadays, mobility chal-
lenges researchers to create new concepts with more flexibility and adaptability,
and new equilibrium. Interdisciplinary research is necessary in complex systems
dealing with highly dynamic traffic and transport problems. New technologies
and methods like Dynamic Traffic Management (DTM), Intelligent Transporta-
tion Systems (ITS), C2X communications, improved data handling, human-like
systems and simulations revolutionize the existing top-down and centralized
traffic and transportation systems to create more dynamic, decentralized sys-
tems. These static, central and microscopic sim